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ii
Abstract

This dissertation consists of three chapters that analyze international trade and inter-
national lending.

Chapter 1 studies the link between trade and the correlation of business cycle fluc-
tuations across countries. The data show a positive relationship between trade intensity
and the correlation of Gross Domestic Product (GDP). The standard international real
business cycle model is extended to incorporate two features of trade theory: endogenous
specialization and trade in intermediate goods. Countries with closer trade relationships
therefore trade a larger set of goods, and also rely on each other more intensively for inputs
to production; both effects generate closer comovement of GDP.

Chapter 2 develops a model of trade in intermediate inputs with heterogeneous producers
to analyze the dynamics of aggregate trade flows in response to movements in the relative
price of imported to domestic goods. In aggregate data, trade volumes adjust slowly in
response to relative price changes, a prediction at odds with standard theories. The main
feature of the model is the producer-level irreversibility in the decision to use imported
inputs. When calibrated to match cross-section data on producer heterogeneity in the use
of imported intermediates, the model here generates a slow response of the volume of trade
in response to relative price changes.

Chapter 3 builds a dynamic model of international lending and default to study the
optimal maturity composition of sovereign debt and the term structure of emerging market
interest rates. In emerging markets data, long maturity bonds are issued mostly in tranquil
times even though the interest rate spreads are higher than for short-maturity bonds. In
crises times, short maturity debt is issued and the interest rate spreads are decreasing
in maturity. The model generates the observed movements in interest rate spread curves
through the timing of default risk. The model also predicts that long debt is issued primarily

in tranquil times because it provides insurance against future bad shocks.
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Introduction

Since the middle of the twentieth century, the world economy has become increasingly
integrated. Worldwide international merchandise trade has grown faster than the world’s
industrial output, so that countries trade more and more of what they produce. At the same
time, trade in financial assets has grown, especially among the emerging market nations of
Latin America, Eastern Europe, and Asia. Economists and policy-makers are increasingly
interested in the effects of international trade and financial flows on a country’s economy.
The three chapters of this dissertation address three questions related to the dynamic impli-
cations of openness to international trade and international financial flows. Roughly, these
questions are: Why do countries with closer trade relationships have more correlated busi-
ness cycles? Why does the volume of goods a country imports respond slowly to changes
in the price of imports? Finally, why do emerging market governments face such high and
volatile interest rates for borrowing from international lenders, and why does the pattern
of these rates across debt maturities vary over time?

Chapter 1 studies the link between trade intensity and the correlation of business cycle
fluctuations across countries. The data show a positive relationship between trade intensity
and the correlation of Gross Domestic Product (GDP). The standard international real
business cycle model is extended to incorporate two features of trade theory: endogenous
specialization and trade in intermediate goods. Countries with closer trade relationships

therefore trade a larger set of goods, and also rely on each other more intensively for inputs
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to production; both effects generate closer comovement of GDP. The model can qualitatively
match the positive effect of trade on GDP correlations, but does not quantitatively capture
the magnitude of this effect in the data.

Chapter 2 develops a model of trade in intermediate inputs with heterogeneous producers
to analyze the dynamics of aggregate trade flows in response to movements in the relative
price of imported to domestic goods. In aggregate data, trade volumes adjust slowly in
response to relative price changes, a prediction at odds with standard theories. The main
feature of the model is the producer-level irreversibility in the decision to use imported
inputs. When calibrated to match cross-section data on producer heterogeneity in the
use of imported intermediates, the model here generates a slow response of the volume of
trade in response to relative price changes. Relative price movements induce immediate
changes in aggregate imported relative to domestic purchases through adjustment within
importing producers, and through the reallocation of resources between non-importing and
importing producers. Additionally, trade volumes adjust slowly through gradual changes
in the fraction of importers in the economy. This slow adjustment in aggregate trade flows
significantly affects the measurement of the welfare gains from trade policy reform: the slow
growth of trade following a reform reduces estimated welfare gains.

Chapter 3 builds a dynamic model of international lending and default to study the
optimal maturity composition of sovereign debt and the term structure of emerging market
interest rates. In emerging markets data, long maturity bonds are issued mostly in tranquil
times even though the interest rate spreads are higher than for short-maturity bonds. In
crises times, short maturity debt is issued and the interest rate spreads are decreasing
in maturity. The model generates these observed movements in the interest rate spread
curves through the endogenous probability of default. The spread curve is upward sloping
in tranquil times because only the long spread will reflect the likelihood of a default far in

the future. However, if a default is likely in the near future the spread curve is inverted
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because the economy may repay its debt obligations in all future states if it avoids the
stressed period. When calibrated to data from Brazil, the model matches various features
of the data, including the dynamics of the spread curve and the volatility of short- and
long-maturity bond spreads. The model also predicts that long debt is issued primarily in

tranquil times because it provides insurance against future bad shocks.
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Chapter 1

Trade Intensity and International
Comovement with Endogenous

Specialization and Intermediate

Goods

1.1 Introduction

Recent empirical studies find that increased trade induces closer comovement of output
fluctuations between trading partners. Frankel and Rose (1998) find in cross-section data
for many countries that tighter trade relationships are associated with higher business cycle
comovement.! Kose and Yi (2001, 2006) have illustrated a trade-comovement puzzle: the
standard international real business cycle model of Backus et al. (1994) cannot quantita-
tively account for the relationship between trade and comovement of GDP.

In this paper, we construct and quantitatively assess a model that has the potential

'Other recent studies with similar results include Baxter and Kouparitsas (2004) and Kose and Yi (2002).
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CHAPTER 1. TRADE INTENSITY AND COMOVEMENT 5

to generate such a relationship between trade and business cycle comovement. The model
builds on a two-country model of international business cycles driven by productivity shocks,
as in Backus et al. (1992 and 1994). We add two features to the production and trade
structure of the model motivated by international trade theory: endogenous specialization
in the set of goods each country produces and trade in intermediate inputs to production.

Endogenous specialization is modeled as in Dornbusch et al. (1977) and departs from
the fixed patterns of specialization based on Armington (1969), an assumption that is
embodied in the standard international business cycle literature. The feature of endogenous
specialization allows for the transmission of the shocks between countries that trade more
intensively through trade over a larger set of goods. Trade in intermediate goods, modeled
as in Eaton and Kortum (2002), has the potential to transmit aggregate shocks between
countries as foreign inputs are necessary for domestic production.

In our numerical simulations, the model can qualitatively generate the positive effect
of trade on GDP correlations in an artificially generated cross-section of model economies.
However, it does not quantitatively capture the relationship between trade intensity and
GDP correlation. To understand this shortcoming, we present data that indicate a positive
relationship between trade intensity and the correlation of Total Factor Productivity (TFP).
We find that the inability of the model to quantitatively match the relationship between
trade and correlation of GDP is mainly due to the fact that the model does not imply any
effect of trade on the correlation of TFP as measured in the data.

Models of international business cycles have largely relied on trade patterns generated by
national differentiation of commodities, as in Armington (1969). The process of aggregating
imports and domestically produced goods-the so-called “Armington aggregator”—assumes
that goods from different countries are intrinsically imperfect substitutes, combined ac-
cording to a constant elasticity of substitution. Recently, however, several papers have

incorporated more sophisticated theories of trade to quantitatively examine movements of
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CHAPTER 1. TRADE INTENSITY AND COMOVEMENT 6

macroeconomic variables.? Kose and Yi (2001) suggest that models based on the Armington
aggregator cannot explain the dependence of business cycle correlations on trade because
specialization patterns do not depend on trade intensity; for example, specialization pat-
terns do not respond to changes in trade policy. In addition, we consider the feature of
intermediate goods to be important in generating coordination of demands by the produc-
ing industries in each country. By modeling intermediate inputs as in Eaton and Kortum
(2002), and assuming endogenous specialization patterns, producers of final output require
inputs from each country.? A closer trade relationship implies that a higher volume as well
as a larger set of foreign intermediate goods are used for the domestic production.

The rest of the paper is organized as follows: Section 2 briefly covers some facts in the
data studied by the papers mentioned in the opening paragraph, as well as a few statistics
to provide some direct evidence on the mechanisms we suggest. Section 3 presents the
model, and Section 4 displays the model’s quantitative implications for the effects of trade

on comovement.

1.2 Data

This section aims to provide some numbers for comparison with our model’s results. The
data analysis here is far from exhaustive, though it would be worthwhile to further study
the statistics presented here, for example, for a broader set of countries. We present data
on the dependence of cross-country correlations of GDP and TFP on trade, and simple
statistics on the volume of intermediate goods trade and the differences in specialization

patterns among trading partners.

?See for example, Melitz and Ghironi (2004) or Alessandria and Choi (2004) or more closely related to
the Ricardian framework of our paper, Yi (2003).

SBurstein et al. (2004) study the dependence of GDP correlations on trade within an Armington
aggregator-based model with intermediate inputs.
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CHAPTER 1. TRADE INTENSITY AND COMOVEMENT 7

1.2.1 Cross-section cross-correlation regressions

We follow Frankel and Rose (1998), as well as others previously mentioned in estimating
the following relationship between one of the correlations in which we are interested (GDP
or TFP) and trade:

Corrij = By + By log (Trade;;) + €5 - (1.1)

This is a cross-section regression, where ¢j denotes a variable associated with the bilateral
relationship between country ¢ and country j. Corry; is the correlation of logged and
Hodrick-Prescott-filtered (HP-filtered) annual real GDP (or TFP).* T'rade;; is the ratio of
total trade between the two countries (measured as the sum of each country’s imports from
the other) to total GDP:

imports;; + imports;;
GDF, + GDPF; ’

Trade;; =

where imports;; denotes imports by country ¢ from country j, and GDP,; denotes GDP in
country ¢ at current prices.

Table 1.1 reports the coeflicients from OLS estimation of (1.1), using GDP and TFP
correlations as dependent variables in two different regressions. The countries are included
are detailed in the Appendix. The interpretation of the value of the coefficient 8, is that
a doubling of trade intensity Trade;; between a pair of countries results in an increase of
B1 % log(2) in the correlation of interest. For GDP, this increase would be 0.065, and for the
TFP correlation, this increase would be 0.038. The constants give the expected correlation
of a pair of trading partners for whom T'rade;; would be 100%. Our numbers are similar to

those of Kose and Yi (2006).

4TFP is constructed as the usual “Solow residual” from a Cobb-Douglas aggregate production function,
TFP=GDP/ (K“‘Ll“"), K denoting capital and L denoting labor. See Appendix 1 for more description.
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CHAPTER 1. TRADE INTENSITY AND COMOVEMENT 8

1.2.2 Trade Specialization Patterns

Empirical studies using detailed goods data, have revealed that specialization patterns of
trade substantially differ across different countries and also for a given country but across
different time periods. In particular, Hummels and Klenow (2002) have reported a large
variation in the sets of goods traded across different trading partners. In particular, higher
trade volumes typically translate to both higher trade per good but also to a higher number
of traded goods. On the other hand Kehoe and Ruhl (2002) study the trade relationship
of given pairs of countries but in different time periods following an event of a trade liber-
alization. They find that a large part of the increase in trade after the liberalization is due
to goods that had little trade before the liberalization. They interpret this as evidence of
trade in new goods. Consistent with both findings, in our model countries that trade more

trade also a larger set of goods.

1.2.3 Intermediate Goods

The role of intermediate goods in trade has been studied previously by Hummels et al.
(1998) and Hummels et al. (2001). These papers define particular statistics for measuring
the extent of trade in intermediate goods. In Hummels et al. (2001), for example, the
measured statistic corresponds to the percentage of the value of exported goods that is
attributed to imported intermediate inputs. For the United States, this number grows from
6% of total exports to all partners in 1970 to 11% in 1990. In Mexico, the corresponding
number was between 5 and 10% in the early 1980’s and grew to 30% in the late 1990’s,
Hummels et al. (1998) provide data suggesting that a similar statistic for the particular
bilateral trade relationship between the US and Mexico grows from 20% in 1975 to nearly
40% in 1995.
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CHAPTER 1. TRADE INTENSITY AND COMOVEMENT 9

1.3 Model

The model is a two-country real business cycle model in the tradition of Backus et. al (1992,
1994), modified to include a continuum of tradeable goods. The time horizon is infinite and
discrete, and periods are indexed by ¢t = 0,1,.... Countries are indexed by 4,7 = 1,2, and
goods are indexed by z,( € [0,1]. Subscripts refer to time periods and superscripts refer to

countries.

1.3.1 Households

Each country ¢ is populated by an infinitely-lived representative household who values se-
quences of consumption of every good z € [0, 1], consumption of a non-tradable good, and

leisure, according to the following preferences:®

o 1 e 2 L 1-o
E;ﬁt ((( /0 cé(z)pdz> (O}vt)l_v> (1-Li)} u) / 1-0), (1.2)

where L! denotes the fraction of time devoted to labor services supplied to domestic in-
dustries. F denotes the expectation over the entire time horizon, and 8 € (0,1) is the
household’s discount factor. The household receives income from selling labor services and
renting capital to firms in each period, along with lump-sum transfers of tariff revenue
(if any), and purchases consumption and investment goods. The budget constraint of the

household in country 1 is:

1 . . . . . . . . . 0
/ pi(2) (cf:(z) + xi(z)) dz + Py ( Nt Tt XJZVt) <wiLli+nrKi +T; . (1.3)
0

SUnder free trade, countries will be completely specialized in production of tradeable goods. If the
model contained only these goods, trade volumes would be implausibly high. One way to deal with this
would be to incorporate transport costs in addition to tariffs. We choose to instead model an exogenously
non-tradeble sector because tariffs and transport costs affect the pattern of trade in the same way, and we
would like to examine the implications of these effects for a broad range of tariffs. Imposing high transport
costs to induce a “home bias” in consumption would limit the range in which we can vary tariffs and still
have positive trade in equilibrium.
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CHAPTER 1. TRADE INTENSITY AND COMOVEMENT 10

This formulation implies an absence of international trade in financial assets between house-
holds. That is, trade in goods is balanced in each period.

The country’s capital stock is accumulated by the household according to:

) 1 /e . _ .
Kz+1:( / ri(z)”dZ) (k) 4 (1 - B)KG (1.4)

where § € (0,1) is the depreciation rate of capital.

Note that we have assumed that households bundle goods from each tradeable industry
and the nontradeable sector together to form new investment in the same way that they
bundle goods to form utility from consumption. We may easily modify the model to allow
for differences in the bundling of consumption and investment, but the case in which they

are the same seems a plausible starting point.

1.3.2 Production

Production of a continuum of tradeable goods in both countries is modeled as in Dornbusch,
Fisher and Samuelson (1977), adapted to include physical capital and intermediate goods.
The production structure of tradeable goods is essentially a simplification of the “vertical
specialization” model in Yi (2003). Any good z € [0, 1] can be produced under perfect com-
petition in country 7 = 1, 2 at time ¢ using capital, labor, and a continuum of intermediate

goods as inputs, according to
. S . o/ 1 . (1-6)/p
i) = (A ([ mieora) (15)

where y¢(2), ki(2), and £i(z) denote output, capital and labor, respectively, in industry
z, and mi(z,() denotes the quantity of intermediate good of type ¢ used by industry z.
Intermediate goods themselves are produced using the production function above, so that

any of the tradeable goods is both an intermediate and a final good. This formulation has
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CHAPTER 1. TRADE INTENSITY AND COMOVEMENT 11

been used, for example, by Eaton and Kortum (2002) and allows for the observation in
disaggregated input-output tables that most industries use goods from all other industries
as inputs. The words “good” and “industry” are interchangeable here, as they essentially
are in input-output tables.

Al(2) denotes country- and industry-specific total factor productivity. We assume that
it takes the form of a stochastically time-varying aggregate component and a constant

industry component:

Aiz) = Al x p'(2) .

Output of each good z is allocated towards consumption, investment, and intermediate

usage by all industries in both countries, according to:

1 1
C%(Z)+C?(Z)+xt1(Z)+w?(Z)+/0 mtl(C,z)dCJr/O m; (¢, 2)d¢ = yi(2) + 47 (2) . (L6)

When we describe patterns of trade, we will see that countries are completely specialized for
certain ranges of goods, and incompletely specialized in other ranges, due to the presence
of nontraded goods arising from tariffs. That is, for traded goods, either y}(z) or y?(z) will

be zero, and for nontraded goods,
. . 1 . .
i)+ i) + [ mit2)dc = 3i(a)

for both 7 = 1, 2.
The bundling of intermediate goods used in production is already evident in the pro-

duction function (1.5), but we will redefine for clarity:

Mi(z) = ( /0 lmé(z,c)f’cx) " (1.7)

as a composite intermediate good used by industry z.
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CHAPTER 1. TRADE INTENSITY AND COMOVEMENT 12

The non-tradeable good in each country is produced using the technology:

l-a

. o e
YJ(ft = Aé (K}Vt) (Lﬁw) )
and is allocated to consumption and investment according to:

Chi+ X = Y, (1.8)

Chi+ X = Yi.

1.3.3 Equilibrium

We consider a competitive equilibrium with free entry and exit in every industry, in which
imports of all intermediate and final goods in each country are subject to a uniform tariff
at the rate 7.

An equilibrium, given the tariff rate 7, consists of stochastic processes for each country
i = 1,2 for factor prices, w}, ri; producer prices for tradeable goods, ¢;(z); purchaser prices
for tradeable goods, p%(z); prices for nontradeable goods P}'\,t; an allocation of tradeable
goods, ci(2), zi(z), mi(z, ), yi(2), ki(2), £i(2); an allocation of nontradeable goods, Cl,, X4, Yir,,

K}'Vt, Lz}vﬁ aggregate factors, K}, Lt; and tariff rebates, 7} such that:

1. Given the prices w}, rf, pi(2), P, the functions ci(z), zi(z) and quantities C%,, X1,
K}, Lt solve the problem of maximizing (1.2) subject to (1.3) and (1.4) for each country
i=1,2.

2. The prices w}, 7}, ¢i(2), pi(2), inputs mi(z,¢), ki(z), £i(z) and output levels yi(z) sat-

isfy:

a) qi(2)0a (Ai(2)ki(2)*0(2) )" Ai(2)ki(2)* 10 (2) oM (2) 10 < 7

with equality if yi(2) > 0.
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CHAPTER 1. TRADE INTENSITY AND COMOVEMENT 13

i i () ki i (\1—a\01 pi N pico\apif,\—apfifx)1- i
b) ¢i(2)0(1 — &) (Ai(2Iki(2)26(2)17*)" " Ak (2) ()M ()0 < i
with equality if y}(z) > 0.

c) ¢(2)(1-0) (Aﬁ(z)kf(z)aﬁé(z)l—a)e (fol mi(z, C),,dc)(l—e)/p—l

mi(z, ()P~ < pi(0),
with equality if yi(2) > 0.
where M} (z) is defined in (1.7).
3. The prices wi, r{, P, inputs K%, Li;,, and output levels Y}, satisfy:
) Plyad] (Kig)™ " (L) ™ =ri
b) Phn(l— o)A} (Kiv,)” (Live) ™ =}
4. The functions ci(z), zt(2), mi(z,¢), yi(z) satisfy (1.6).
5. Cl,, X, and Y}, satisfy (1.8).
6. Ki = [} ki(2)dz + Ky,
Li = [y i(z)dz + L,
7. pi(2) = min {gi(=), (1 +7)gf () } for j #
. i . . 1 .
8. T = [{eaiominaio) T8O (40 +2i(Q) + fy mi(z,O)dz) d¢
Items 2 and 3 incorporate optimization by firms in each tradeable industry and the
nontradeable sector. Items 4 and 5 impose physical feasibility for each good. Item 6
equates factor supplies by households in each country with factor demands from domestic
industries. Item 7 defines consumer prices and determines the pattern of trade. Item 8
defines tariff rebates as revenue collected from tariffs on imports in each country. Items
7 and 8 embody the fact that specialization patterns arise as the result of purchasers of

tradeable goods choosing between countries for the lowest price for each good, considering

that imports would be subject to the tariff.
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1.3.4 Pattern of Trade and Equilibrium Computation

In computing an equilibrium numerically, we make use of the implied pattern of trade, and
of auxiliary optimization problems framed in terms of composite consumption, investment
and intermediate goods. The objective is to write a system of difference equations in terms
of aggregate variables, which can then be solved using linear approximation methods.® For
example, we imagine the household in each country choosing aggregate tradeable consump-
tion and investment (C} and X}) and nontradeable consumption and investment (C%;, and

X%,,), along with labor L} and capital stock K} in order to solve:

max Ey iﬂt (((Ctl)’y ( }Vt) 1—7)” (1- Li)l—“)lma/ (1-o0)

t=0

subject to:
P} (C} + X}) + Piy (CJZVt + XJin) < wiLi+riKi + T}

Ky = (X0)7 (Xin) "+ (1 - K

Meanwhile, an intermediary firm in each country purchases quantities of each tradeable
good, ci(z) at prices pi(z) in order to form composite consumption to sell to the household

at price P},

. . 1 . .
maxP;CZ—/ pi(z)ci(z)dz (1.9)
0

subject to:

ci = ( /0 1 c;'(z)pdz) "

and similarly for composite tradeable investment X} and intermediates used in each industry

z, M}(2).

§Similar approaches have been used by Naknoi (2004) and Bergin and Glick (2004), in models with a
continuum of goods.
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CHAPTER 1. TRADE INTENSITY AND COMOVEMENT 15

The optimization in (1.9) yields demands ci(z) as a function of C}, pi(z), and P}:
i 1/(p-1)
d=ci (BT

P

and gives P} in turn as a function of pi(z) for all goods z:

. 1 (p—1)/p
P= ([ steren)
0

In the computations, we designate the composite tradeable good in country 1 as the
numeraire (so P} = 1 for all t), so that prices of all goods and factors are in units of
composite tradeable consumption in country 1.

The pattern of trade is determined in equilibrium: each country will import a good
or produce it domestically according to which option would result in a lower consumption
price, p(z). From the cost-minimization problems of producers, the cost of producing any

good z is given by:

z- @)D\ () \
gi(z) = <9Ag(z)taa = oi)u—a) q —te) : (1.10)

If producing good z, a firm in country i will sell its output at price g{(z). The price paid

by the consumer in country j is gf (z) for domestically produced goods z, and (1 + 7)g}(z)

for imported goods. This leads to the following characterization of the trade pattern:

1. For z such that

g (2) < 6 (2) , (1.11)

147

firms in country 1 are the sole producers.
2. For z such that

R() < T=d(a), (1.12)
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firms in country 2 are the sole producers.

3. For z such that
1

1+71

(2) < gt (2) < (L+7)g(2) (1.13)
firms in both countries produce, and the goods are not traded.

As can be seen from examining (1.10) along with the three inequalities above, the deter-
mination of each range of goods depends on relative input costs in each country, as measured
by w}/w?,rl/r?, and P}/P?, as well as on relative productivities A}p!(2)/A2¢?(2). In what

follows, we will assume a simple form for the industry productivity functions:

Pl(z) = 1+X1-2), (1.14)

W (z) = 1+Xz.

For this example, the pattern of trade simply takes the form of two cutoffs, zf and 2,
separating the three ranges of goods described above. Choosing functions so that relative
productivity, ¢!(z)/p?(2), is decreasing yields this very simple pattern of trade. In general,
whatever the form of these functions, the pattern of trade will take the form of a finite
number of cutoffs separating sets of goods that fall into one of the three categories above.”

As the cutoffs depend on equilibrium prices, we treat the cutoffs as equilibrium variables
to be solved for, and each is determined by the boundaries of the sets described in 1. and
2. above.

Given an equilibrium pattern of trade in period ¢, we determine each industry’s output,
in each country, from the feasibility condition (1.6), in terms of consumption, investment,

and intermediate goods expenditures. For example, since country 1 produces goods z €

"The functions in (1.14) also impose a strong symmetry between countries, in the sense that, for any
good z; at which country 1 has a certain productivity, there is a corresponding good z2 = 1 — z; for which
country 2 has the same productivity. Our method for computing equilibrium does not, however, depend on
this symmetry.
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[2¢, 2] only for domestic consumption,

i (2) = ¢ (2) + 2 (2 /mt ¢, %)

for all such z.
Expenditures on different goods are in turn determined in terms of composite consump-
tion, investment, and intermediates, and aggregate and industry prices, from intermediary

problems like (1.9),s0
1/(p-1)
pi(2)
i = (B2) T e xi e

where we have defined M} = fo M} (2)dz as total consumption of the composite inter-
mediate good by all industries in country i.
Consumer prices are functions of wage and rental rates, and industry productivities (as

in (1.10)): for z € [0, 2f], pi (2) = g} (2), so
1/(p-1) (1 YD
= (e @) () Crxiea)
i
where we have separated qtl(z) into an aggregate component,
1- -1\9 1-0
at = ((w/(1= ) ™ (rl /)™ () ) (R -0)""

and an industry component, ¢!(2)7%. Relating the above formula to industry factor de-

mands,
1 1
og; (2)y; (2
ktl (Z) t ( )lyt ( ) .
t

Solving for the aggregate capital stock is just a matter of integrating over industry
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demands.

o 1 \dy = (p1) 71 1o/(e-1) {1 ey cl 4+ x4 Ml # 1(,\~00/(0~1) g
’ ki(2)dz = () o (a) Bl (Ci + X¢ + M) ’ ¢ (2) Z
(1.15)
The right hand side of (1.15) now only depends on aggregate variables and a given function
whose integral is known. Similarly, kf(z) can be determined for the range in which country

1 specializes in production, [0, z{]. The factor market clearing condition for capital is then

2t 2 .
K}:/O k}(z)dz-l—/l kl(2)dz + Ky, -
%

We reduce all the equilibrium conditions pertaining to the continuum of tradeable goods
in this way to a system of equations in terms of aggregate factors (K, L), composite quanti-
ties and aggregate prices (C, X, M, P,w,r), aggregate technology shocks (A), and pattern-
of-trade cutoffs (2¢,2"). (Equilibrium conditions involving the non-tradeable sector are
already in terms of aggregate quantities.)

We solve the model numerically by a log-linear approximation of this set of equations
around the steady state of the model’s deterministic analogue, following the methods in,

for example, Klein (1997).

1.3.5 Model Statistics

Our main focus is on the correlation in GDP between two countries. In order to compare the
model’s predictions to the data, we need to construct a comparable measure of GDP from
the model’s output. Since our results depend heavily on the method of GDP measurement,
we dwell on this point a bit here. In our model with a continuum of goods and changing
trade patterns, we have some choice regarding how to compute aggregate quantities. We
would like to construct an analogue of the statistic of real GDP, that is, GDP in base period

prices, as reported in actual data by national statistical agencies. In order to do this in a
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way that is as close as possible to the methods used by these agencies, our guidelines for
this procedure are the recommendations provided by the UN’s System of National Accounts
1998 (SNA 93).

Our definition of GDP at current prices is the given by aggregate gross output,
GOi = | di@i(e)dz + Pl
@

minus aggregate intermediate consumption,

i [ |f lpz'(omé(z,od(] d,

t

plus tariffs on imports,

ri= | rd (i@,
0,21/
Y =GO - ICi +T} . (1.16)

In the above formulas, (2 denotes the subset of [0, 1] for which country i is producing
at period t. We value output of a good at its producer’s price, ¢i(z), and intermediate
consumption of a good at it’s purchaser’s (consumer’s) price, p(¢) (see SNA 93, paragraph
6.37). The difference in the prices ¢i(z) and pi(z) is in the point of measurement; in the
model, the only difference between the two is that the latter includes tariffs on imported
goods. To be consistent with accounting on the expenditure side, where imports are valued
in producers prices, it follows that import tariffs must be added to our definition of GDP
(see SNA 93, paragraph 6.235)

Y} is a measure of country i’s aggregate value added in units of the composite consump-
tion good in country 1 at period ¢, C}. We would, however, like to consider a measure of
GDP at constant prices, as measured in the data. Since the basket of goods produced in

each country changes over time, we want to measure GDP in different periods in units of
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a fixed production basket. So, for our measure of GDP at constant prices, we pick a base

period (period 0) and reconstruct the above formulas, using base period prices:

GOt = [ db(e)i(e)d+ Pho¥e
t

— 1 .
G- [ | hmie o]

o~

Ti- [ e
(0,1]/€%

and

Vi =GOi - ICi +Ti . (1.17)

Effectively, we are using what national statistical agencies refer to as a “double-deflation”
method, deflating gross output and intermediate consumption each by their own deflators.

A practical problem that this method raises is that country-specific period-0 producer
prices are not well defined for all goods, due to the fact that specialization patterns change
in the model. For example, it may be the case that good z is produced in country 1 in
period t, but was not produced by country 1 in period 0. In this case, it is unclear at
what price we should value country 1’s output of good z at period ¢ in calculating real
gross output. This is surely a problem in actual national accounting as well, as products
are newly invented or disappear through time, and must be assessed base period prices in
order to construct a measure of real output. Of course these prices are producer prices and
thus do not correspond in any way to the price of the corresponding imported good. For
these situations, the SNA 93 recommends (paragraph 16.53) using average price changes of
similar products as a proxy for the change in price of a new good between the base period

and the current period. We interpret this recommendation by SNA in the context of our
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model by using what would have been the base period price for a good produced in period
t by a country if the country had produced that good in the base period. So, for example,
we value a good z produced by country 1 in period ¢ but not in period 0 by the price g3 (z2),
the price at which good z would have sold, had it been produced by country 1 in period 0.

In addition to GDP, we are interested in looking at the model’s predictions for aggregate

TFP comovements. We define aggregate TFP by the formula

A .

}/';I’L

TFP} = (1.18)
We compute TFP as the Solow residual, so that it is comparable with estimates of TFP
processes used in the international business cycles literature. In light of the data presented
earlier, accounting for TFP correlations increasing with trade intensity is an important
factor in resolving the trade-comovement puzzle.

Labor is in the same units for all periods, but capital, since it is cumulated from in-
vestment expenditures on different goods, raises the same measurement issues as GDP. For
comparability with standard growth accounting practices, we construct real investment as
the model’s aggregate investment expenditures divided by the GDP deflator implied by the
definitions in (1.16) and (1.17),

O S 7
% = [ i) x 35 |
0 t

and construct the capital stock using an analogue of the model’s capital law of motion (1.4):
Ki,=(1-0K +X].

The initial capital stocks, Ké and Kg, are chosen so that the growth rate of the capital

stock in country 1 from period 0 to period 1 equals the average growth rate of the capital
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stock for the rest of the time horizon, and the two countries are symmetric in the initial

period.

1.3.6 International Trade and Cross-Country comovement

In this section we briefly explain the two mechanisms through which the model has the
potential to generate positive cross-country correlations between countries’ GDP, as well as
higher correlations for more significant trading relationships.

First, the presence of endogenous trade patterns allows for a larger set of goods being
traded in equilibrium among closer trading partners. An aggregate shock to one country will
increase the demand coming from that country. Lower tariff barriers will imply that a larger
range of goods is traded. Therefore the higher demand in one country can be transmitted
through a larger set of foreign goods. The adjustment of trade through the extensive
margin of goods traded is absent in models that feature the Armington aggregator, where
adjustment comes only through a higher demand over a fixed range of goods.

Second, the presence of tradeable intermediate goods, in conjunction with the endoge-
nously determined patterns of trade in equilibrium, has the potential to transmit aggregate
productivity shocks between countries. For example, if one country receives a favorable
productivity shock, it’s industries’ demand for intermediate goods increases. Lower tariff
barriers imply a larger share of intermediate goods traded in equilibrium. This will tend to
raise GDP in the second country. In addition, since some of the first country’s output of
goods is also used as intermediates, the increase in productivity makes these goods cheaper
to import for the second country, so that the second country becomes more productive at

producing output.
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1.3.7 Correlation of TFP

Having explained how we compute the model statistics and the intuition of the channels of
comovement of output present in our model, we will analyze our main quantitative finding,.
In particular even though we find that versions of our model can qualitatively account for
the trade-comovement puzzle, no version can quantitatively solve it. The reason is that
there is no intrinsic relationship in the model linking levels of trade with TFP comovement
except for the relationship of the comovement linked with the tariff revenue part of measured
TFP (see expression (1.17) and (1.18)). In fact, in the appendix of this paper we look at
the log-linearized expression for gross value added (GDP excluding tariffs) and TFP. We
find that for the Cobb-Douglas case any change in the measured TFP in the model is only
(at least to a first-order approximation) due to the assumed correlation in the variation of
exogenous technology shocks plus any resulting correlation related to the the tariff revenue
of the two model economies. The intuition is similar to the one stated by Bernard et al.
(2003) for the link between efficiency and measured productivity: under perfect competition
and constant returns to scale technology, each sector employs inputs in the same proportion.
Thus reallocation of production towards more productive sectors in response to technology
shocks would not appear as increases in measured productivity.®

We have set up the model in a way that it could potentially generate measured TFP
dependence on trade. However, when accounting for measured TFP as is done in the data,
measured TEFP is equal to the aggregate productivity shock plus the part related to the tariff
revenue. Thus, the patterns of trade specialization do not influence in any quantitatively
relevant way the measured TFP correlations.

The tariff revenue for each country as a function of the unilateral tariff rate resembles
a Laffer curve, namely it is initially an increasing and eventually a decreasing function.

Given that we assume balanced trade the tariff revenue is perfectly correlated among the

8Even for production specifications different than the Cobb-Douglas one, our performed simulations do
not deliver a positive relationship between trade and correlations of measured TFP’s.
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two countries. As a consequence if the fraction of total tariff revenue as a fraction of GDP
is high, then the correlation of tariff revenue can substantially influence the comovement of
measured GDP and appear in the measured TFP as well. This will show up in some of our
experiments. Of course, the GDP correlation will also be affected by the correlation of the
labor and capital of the two countries. In the next section we quantitatively assess all of

the channels of transmission of aggregate GDP.

1.4 Results

1.4.1 Parameter Values

A restriction in our analysis is the two country context we assume. To perform a complete
quantitative analysis of the trade-comovement puzzle a three country context has to be
employed as in Kose and Yi (2006). However, our objective is to identify whether two
prominent mechanisms of international trade theory, namely endogenous specialization and
intermediate goods, can lead to a resolution of the puzzle. These mechanisms have been
suggested that have been suggested as possible solutions of the trade-comovement puzzle
(see for example Kose and Yi (2003) and Burstein et al (2004)). Therefore, we aim to
present model results in a two country context with a plausible set of parameters rather

than a full calibration. For the productivity schedules A(z), recall that we assume that

Ai(z) = Ay (2)

SHowever, Burstein et al (2004) suggest the possibility that domestic and foreign intermediate inputs
are very complementary to production. In the future, we plan to consider the case of foreign and domestic
inputs being more complementary in production than foreign and domestic final good.
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with the functions ¢ specified as:

Plz) = 1+M1-2),

©*(z) = 1+Az.

This formulation contains the simplification that aggregate shocks to technology affect
all industries in the same way. However, it simplifies parameter selection, as we only need a
time-varying process for the aggregate shock and not for the entire schedule of productivities.

We assume that the aggregate technology shocks follow an AR (1) process in logarithms:

1
Al ai; a2 A} €t41

log = log +
A?H a1 a2 A% 6f+1

The numbers a;; are parameters, and [¢},¢?] is an i.i.d. mean-zero normal random
variable. We use the following parameters: aj; = ags = 0.9, a1z = ag1 = 0, stdev(el) =
0.008, cov(ef,e?) = 0.000016. These parameters imply that corr(e},e?) = 0.25, a standard
value in the international business cycles literature. We set a13 = az; = 0, not allowing for
spillover of the TFP shocks, in order to isolate the effect that our mechanism has in the
comovement of aggregate variables. However, allowing for positive correlation of the TFP
shocks does not distort our results. It only changes in the same magnitude the levels of the
correlations of aggregate variables across all simulations.

The rest of the parameters of the model are standard in the international real business
cycles literature. We set these parameters given that we interpret one model period as
one year. We assign « a value of 0.3, implying that 30% of income from value added is
paid to capital services. The share of intermediate goods in gross output, 6, is set to 0.5.
The depreciation rate § is set to 5% per period. The discount factor 8 is set to 0.96, so

that the steady state rate of return on capital is 4% per period. The utility parameter p
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is set to 0.34, implying that approximately 30% of the total time endowment is spent on
labor in the steady state. The intertemporal substitution parameter o is set to 2, and the
parameter governing the elasticity of substitution between goods from different industries,
p, is set to 0.33 implying an elasticity of substitution for different industries’ goods of 1.5.
The parameter ), which determines the slopes of each country’s productivity curves ¢*(z),
is set to 2. The tariff rate 7 is also varied within a range, as described later below.

The parameter v, that determines the share of tradeable goods in consumption and in-
vestment is calibrated differently for the experiments we perform. In particular, we consider
a case of a large import to GDP ratio trade relationship. In this case the benchmark model
is calibrated to generate a 23% imports/GDP ratio with a 15% tariff. We interpret the
15% tariff rate as the average tariff rate in the developed countries in the 1980s and 1990s,
motivated by empirical evidence on tariff rates summarized by Kose and Yi (2006). The
23% imports/GDP ratio corresponds to average imports to GDP ratio for the countries
in our sample (excluding Belgium-Luxembourg) for the years that our data sample runs
(1971-2002). We also run an experiment where the imports/GDP ratio corresponds to the
average imports to GDP ratio in the sample of the 21 countries we use for a tariff level of

15%. In this case we calibrate all the model to a .5% imports/GDP ratio.

1.4.2 Specifying a Range of Tariffs

We perform two different experiments. The first, indicated in Tables 1.2 and 1.3 refers
to a bilateral trade relationship where the imports/GDP ratio is large and the second, in
Tables 77 and 77 refers to a bilateral trade where the imports/GDP ratio is small. To
look at the dependence of the correlations on the intensity of the trade relationship, we
generate a cross-section of observations by varying the uniform tariff rate between 0 and
0.38. We choose this range of tariffs which is similar to Kose and Yi (2006) simply to

create 20 equally spaced tariff intervals. The model economies with different tariff rates
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are considered as representing distinct pairs of countries. We look at the dependence of
GDP and TFP correlations for each set of trading partners on the intensity of the trade
relationship. As we did with the actual cross-section data, we run simple regressions of each
correlation on the degree of trade intensity. The latter is measured as the log of the average

over time periods of the following model statistic:

I3 2(2) () + 3(2) + o m3(¢, 2)dC) dz + [ ph(2) (ch(2) + 2k () + fy md (€, 2)dc ) dz
Y+ Y7

The numerator in the above expression is simply the sum of the imports, valued at
purchaser’s prices, into country 2 from country 1, and into country 1 from country 2. The
denominator is the sum of the two countries’” GDPs (Y} was defined in (1.16)).

We are primarily interested in the coefficient determining the dependence of either of
the correlations on trade intensity. For comparison with the data, recall that the regression
coefficient for GDP correlation on trade intensity was 0.094 and the coefficient for TFP
correlation was 0.055. We test four versions of our model, the benchmark model described
above, the model with no intermediate inputs, and our version of the Armington aggregator
with and without intermediate inputs. For the first quantitative experiment with high
import/GDP ratios we report the results in Tables 1.2 and 1.3. For this expreriment,
in the first two models we pick the nontradable share to generate a 23% imports/GDP
ratio with a 15% tariff. The models with Armington aggregator have fixed specialization

Lo, 2t = 2. We pick 2!, and 2, for the

cutoffs throughout all experiments and thus z} = z
Armington aggregator model with and without intermediate goods to be equal to the ones
of the endogenous specialization model with and without intermediates respectively when

they are calibrated to match the a 23% imports/GDP ratio with a 15% tariff.
The results for the “benchmark” model are reported in the first column of Tables 1.2

and 1.3. The slope is positive but quantitatively very small. Considering the coefficient of
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the regression for higher level of tariffs reveals a larger coefficient, though still not close to
the one observed in the data. The low coefficients are partially due to the “Laffer curve”
effect which strong and in the wrong direction especially for low tariff levels. This can
be seen from the slope of the measured TFP regression that should represent only higher
correlation due to higher correlation of the tariff revenue according to what was argued in
the previous section. A noticeable fact is that the correlation of labor and investment goes
in the right direction. In particular, the coefficient of the regression of correlation of labor
to the logarithm of trade intensity is .076 for investment and .119 for labor. This implies
that the correlation of labor and investment increases with the right magnitude with trade,
but it is not translated to transmission of measured GDP correlation. The “Laffer-curve”
effect and the fact that increases in trade are not related with aggregate productivity cancels
out the effects of the increase in correlation of labor and investment. For the version of
the model with no intermediate goods (6 = 1), the implied slopes are slightly negative. To
this point we find that for similar trade (rather than tariff) levels the models with and
without intermediate goods look very similar.!® However, for the Armington aggregator
version of our models with or without intermediate goods the slope of the regression is
significantly more negative. In this version of our model the tariff at any time is applied
over a given set of goods and thus the tariff revenue is always of a substantial magnitude.
Given the “Laffer-curve” effect this makes the overall correlation of GDP to have the wrong
sign. Below, we will also look at the performance of the endogenous specialization and
Armington aggregator models by adjusting for the “Laffer-curve” effect.

In the second experiment reported in Tables 1.2 and 1.3 we calibrate the models in a
similar manner as in experiment 1 except that we pick the parameter - so that the models
with endogenous specialization generate .5% imports/GDP ratio with a 15% tariff. We see

that the patterns are similar to the previous experiment, but the quantitative magnitudes

1%n the future, we plan to quantitatively evaluate the mechanism suggested by Burstein et al (2004)
namely that intermediate inputs have a lower elasticity of substitution than final goods.
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are very small. The reason of course is that due to the small trade between countries, any
propagation of the shocks from the one country to other is small comparing to the GDP of
the country. Thus, the propagation of the shocks through trade is relatively weak.

Finally, we would like to see whether endogenous specialization can potentially be a
quantitatively important channel for the transmission of output shocks to different coun-
tries. We perform a decomposition of the change in correlation of GDP and and Gross
Value Added (GDP excluding tariff revenue) due to different trade intensity levels to see if
adjustments in the extensive margin of trade (present only in the endogenous specialization
model) or adjustments in the intensive margin of trade are more important for the trans-
mission of output shocks. In Table 1.5 we present the results for the high imports/GDP
experiment (23% under free trade) and Table 1.6 for low imports/GDP experiment (.5%
under free trade).!! For either case, we vary trade intensity by changing the tariff and
allowing the set of traded goods to change. We find that in the endogenous specialization
model the correlation of the Gross Value Added (GVA) is lower with smaller trade (the
GDP correlation is higher due to the tariff effect). To decompose the effects of the change
in trade intensity on the correlations, we then look at the correlation of GDP and GVA
when trade intensity changes in two cases using the Armington aggregator version of our
model. In the first case we change only the cutoffs of trade (extensive margin) but do
not change the tariffs, and in the second we change the tariffs (thus, there is adjustment
in the intensive margin) but not the cuttoffs. We see that in the case with changing cut-
offs the implied slope for the correlation of GVA is bigger. We interpret these results as
evidence that adjustments on the extensive margin of goods traded—present only in the en-
dogenous specialization model-can partially explain the inability of Armington aggregator
models to account for the trade co-movement puzzle. However, given the overall inability

of the model to achieve the quantitative size of the correlations, the endogenous specializa-

'n this experiment, and in order to facilitate exposition, the models have been calibrated to generate a
23% and .5% imports/GDP ratio under free trade rather under a 15% tariff rate.
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tion mechanism does not contribute substantially towards the quantitative resolution of the

trade-comovement puzzle.

1.5 Conclusion

In this paper we investigate the potential ability of two prominent mechanisms of inter-
national trade theory to explain the trade-comovement puzzle reported by Kose and Yi
(2001, 2006). We parsimoniously model the mechanisms of endogenous specialization and
intermediate goods in a framework which encapsulates the standard international business
cycles model. Our main finding is that, when accounting for GDP as measured in the data,
neither the previous models using the Armington aggregator as in Backus et al (1994), nor
our additions to the standard model can quantitatively generate the observed dependence
of correlations of GDP and trade. We present data that indicate the dependence of correla-
tions of measured TFP and trade. We show that none of the abovementioned versions of our
model can account for the dependence of measured TFP and trade. We conclude that future
research has to address this particular observation in order to resolve the trade-comovement
puzzle.

A channel that remains unexplored in our analysis is the one suggested by Burstein et
al (2004), namely that intermediate inputs have a lower elasticity of substitution than final

goods. This extension of our model is left for future investigation.
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1.6 Appendix

1.6.1 Measured TFP in the Model

We derive the equality between measured TFP and the exogenous technology shock, when
tariff revenue is not included in GDP, for simplicity of exposition.

The gross output in country 1 is

— 11 111 1371
GO} :/ @ () (wtet (Z)"'Ttk: (2) + P M, (z)) dz
e g (2)

We consider the case where the production function is Cobb-Douglas, but the numerical
simulations reveal very similar patterns for all the other cases as well. The producer price
¢! (2) is the product of a time-varying aggregate part and a constant individual part that

is related to the relative productivity of each sector,

i0= () () (&) e

Therefore, the constant individual part cancels out and the above expression for gross output

is:

— 1

q

GO = /n 'q}% (wiet (2) + riki (2) + P M (2)) dz
t

O

(wiL; +r K; + P M)

By

Denoting by ™ the log-linearized variables we have that using the above two relationships

———

GOl = Al +6(1 - a) L} +6aK} + (1 — §) M} (1.19)
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The intermediate consumption is given by the following expression
Ic} = M} / s (o) (2L d
0 F;

more analytical and given the accounting of the model explained in the main text

flo Aoz Q) at (YD dg

G- ( 1 )1/<p—1> + 1+ [ meer @ () g (Y d¢
' +(147) fip 1jniom 96 Q) @ (VP dg

QDD [ e @ Q) g (Y d¢ |

We suppose that country 2 receives a favorable technology shock. Other cases can be
handled similarly. A favorable shock to country 2 increases A, and 2¢, 2" both decrease from
period-0 values. Therefore [0, 24]N[0, 2] = [0, 2], [0, 281N (2}, 1) = [z, 28], [k, 1]N[0, 2}] =

0 and [z}, 1] N [2}, 1] = [2},1]. The above expression can be re-written

— h _
1/(p-1) qé (qtl)l/(P 1) fzt (,01 (C)p/(p 1) dC
T 1
e =i (7) F LDV g (@) [F 0 (O 0V dg
LT ()0 g i

After log-linearizing, using the symmetry in the steady state which implies ¢f = ¢2, and

zh
(Ptl)p/(p'l) = (qtl)p/(p_l)/ t ¥ ( )p/(p b dz+(1+T)p/(p l)( 2)°/ (e~ 1)/ p/(p D dz
0
we get
IC} = Nt} (1.20)
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Therefore, by expressions (1.19), (1.20) and the Cobb-Douglas assumption for the pro-

duction function we derive that

1
6

1-0

7 IC} = Al + (1 - @)L} + aK}

GDP} = GO} -

T——— e —

TFP! = GDP! — (1 - a) L} — aK} = Al

1.6.2 Description of Cross-Section Data

Year covered: 1971-2002

Countries Covered: Australia, Austria, Belgium (with Luxembourg), Canada, Denmark,
Finland, France, Germany, Greece, Ireland, Italy, Japan, Norway, Netherlands, New Zealand,
Portugal, Spain, Sweden, Switzerland, United Kingdom, United States.

Data Sources

Trade data are extracted from the International Monetary Fund’s Direction of Trade
Statistics . We have constructed the exports using imports so that X;;; = M;j;. In this way
we avoid problems of mis-report of export data and we use the most reliable reported data
on imports. Real GDP and Real gross capital formation data are taken from the World
Development Indicators data of the World Bank. We construct capital using the perpetual
inventory method. The initial capital stock is chosen so that its growth rate from 1971 to
1972 can match the growth rate of the capital for the rest of the time horizon. Employment
data are from OECD.

Solow residuals are constructed for each country using the formula A; = WVET)I-_“
where Y;, L; are directly from the data and K} is constructed as mentioned above. We set
o = 0.3 which as Gollin (2002) suggests is a reasonable estimate for the capital share in

production for many countries. We detrend the series of Ay, Y; after taking logarithms using

the HP-filter.

» . . 1 ’ 1
Measure of Bilateral trade intensity: log lm%"];tlfigzxﬁ:,: gt
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Descriptive statistics

Statistics of the sample (210 observations):

Variable Average Median Stand. dev.
trade intensity 0.005 .002 0.008
GDP correlation  0.352 0.389 0.307
TFP correlation 0.277 0.304 0.255

Note: We also run the regression for the years 83-02 and 93-02, with results very similar

to the ones mentioned in the text.
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Table 1.1: Data cross-section regression

1970-2002 GDP TFP

trade intensity (88?;1) (88?2)

constant 0915 e
(0.099)  (0.09)

Table 1.2: Model cross-section GDP regression, varying tariff (high imports/GDP)

regression coefficient and R? | Bench. | Bench., No Int | Arm. | Arm., No Int
trade intensity .004 -.022 -.138 | -.185

R? 17 a7 .99 .99

trade intensity (7 =16%-38%) .016 -.004 -.119 | -.160

R? .99 37 1.00 |1.00

Table 1.3: Model cross-section TFP regression, varying tariff (high imports/GDP)

regression coefficient and R? | Bench. | Bench., No Int | Arm. | Arm., No Int
trade intensity -.028 -.102 -.207 | -.302
R® 64 .94 99 | 1.00
trade intensity (7 =16%-38%) .002 -.063 -.181 | -.270
R* 04 97 1.00 | 1.00

Table 1.4: Model cross-section regression, varying tariff (low imports/GDP)

regression coefficient and R? | Bench. | Bench., No Int | Arm. | Arm., No Int
trade intensity .0001 | -.0005 -.0031 | -.0043

R? 15 77 99 .99

trade intensity (7 =16%-38%) .0004 | .0000 -.0027 | -.0037

R* .99 .39 1.00 |1.00

Table 1.5: Model implied slopes, varying tariffs or cuttoffs (high imports/GDP)

trade int. | corr. GDP | corr. GVA | slope GVA
Free trade .230 .326 .326 -
End. Spec.: 7= .15 .168 344 .308 .059
T=0,20= .43 2" = 57 | .201 .315 315 .080
r=0.152=.52z" =5 .193 .360 317 .048
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Table 1.6: Model implied slopes, varying tariffs or cuttoffs (low imports/GDP)

trade int. | corr. GDP | corr. GVA | slope GVA
Free trade 0.00500 0.26134 0.26133

End. Spec.: 7 = .15 0.00366 | 0.26177 0.26096 0.00122
T=0,2"= .43,2" = .57 | 0.00438 | 0.26112 0.26112 0.00168
7=0.15,2=.5,2" = .5 ] 0.00420 | 0.26213 0.26117 0.00098

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.




Bibliography

[1] Alessandria, G. and H. Choi (2003), “Export Decisions and International Business

Cycles,” The Ohio State University and University of Auckland.

[2] Armington, P. S. (1969), “A Theory of Demand for Products Distinguished by Place
of Production,” International Monetary Fund Staff Papers, 16, 159-178.

[3] Backus, D.K., P.J. Kehoe and F.E. Kydland (1992), “International Real Business Cy-
cles,” Journal of Political Economy, 100, 745-775.

[4] Backus, D.K., P.J. Kehoe and F.E. Kydland (1994), “Dynamics of the Trade Balance
and the Terms of Trade: The J-Curve?” American Economic Review, 84, 84-103.

[5] Baxter, M. and M. Kouparitsas (2004), “Determinants of Business Cycle Comovement:
A Robust Analysis,” NBER Working Paper 10725.

[6] Bernard, A. B., J. Eaton, J. B. Jensen and S. Kortum (2003), “Plants and Productivity

in International Trade,” American Economic Review, 93, 1268-1290.

[7] Bergin, P. R. and R. Glick (2005), “Endogenous Tradability and Macroeconomic Im-

plications,” UC Davis and Federal Reserve Bank of San Francisco.

[8] Burstein, A., C. J. Kurz and L. Tesar (2004), “Trade, Production Sharing, and the

International Transmission of Business Cycles,” UCLA and University of Michigan.

37

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



BIBLIOGRAPHY 38

[9] Dornbusch, R., S. Fischer and P. A. Samuelson (1977), “Comparative Advantage,
Trade, and Payments in a Ricardian Model with a Continuum of Goods,” American

Economic Review, 67, 823-839.

[10] Eaton, J. and S. Kortum (2002), “Technology, Geography, and Trade,” Econometrica,
70, 1741-1779.

[11] Frankel, J. A. and A. K. Rose (1998), “The Endogeneity of the Optimum Currency
Area Criteria,” The Economic Journal, 108, 1009-1025.

[12] Ghironi, F. and M.J. Melitz (2005), “International Trade and Macroeconomic Dynam-

ics with Heterogeneous Firms,” Quarterly Journal of Economics, 120, 865-915.

[13] Heathcote, J. and F. Perri (2002), “Financial Autarky and International Business Cy-

cles,” Journal of Monetary Economics, 49, 601-627.

[14] Hummels, D. and P. J. Klenow (2002), “The Variety and Quality of a Nation’s Ex-

ports,” Purdue University and Stanford University.

[15] Hummels, D., J. Ishii and K.-M. Yi (2001), “The Nature and Growth of Vertical

Specialization in World Trade,” Journal of International Economics, 54, 75-96.

[16] Hummels, D., D. Rapoport and K.-M. Yi (1998), “Vertical Specialization and the
Changing Nature of World Trade,” Federal Reserve Bank of New York Economic Policy
Review, 79-99.

[17] Kehoe, T. J. and K. J. Ruhl (2002), “How Important is the New Goods Margin in

International Trade?” Federal Reserve Bank of Minneapolis Staff Report 324.

[18] Klein, P. (2000), “Using the Generalized Schur Form to Solve a Multivariate Linear
Rational Expectations Model,” Journal of Economic Dynamics and Control, 24, 1405-

1423.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



BIBLIOGRAPHY 39

[19] Kose, M. A. and K.-M. Yi (2001), “International Trade and Business Cycles: Is Vertical

Specialization the Missing Link?” American Economic Review, 91, 371-375.

[20] Kose, M. A. and K.-M. Yi (2006), “Can the Standard International Business Cycle
Model Explain the Relation Between Trade and Comovement,” Journal of International

Economics, 68, 267-295.

[21] Naknoi, K. (2004), “Real Exchange Rate Fluctuations and Endogenous Tradability,”

Stanford University.

[22] System of National Accounts, 1993, Brussels: Commission of the European Communi-

ties.

[23] Yi, K.-M. (2003), “Can Vertical Specialization Explain the Growth of World Trade?”

Journal of Political Economy, 111, 52-102.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



Chapter 2

International Trade Dynamics with

Intermediate Inputs

2.1 Introduction

This paper builds a model of international trade in intermediate inputs with heterogeneous
producers, in which the producer-level decision to use imported inputs is irreversible. The
model is used to analyze the dynamic behavior of aggregate and producer-level trade flows
in response to movements in the relative price of imported to domestically produced goods.
Aggregate trade data show that imports relative to domestic purchases move slowly in
response to changes in the relative price of imports. Long-term growth in trade is much
larger than the immediate response to trade reform. The model presented here accounts for
the slow-moving dynamic behavior of aggregate trade flows, as a result of the irreversiblity
in the decision to import intermediate inputs at the micro-level.

Intermediate goods comprise about forty to sixty percent of total international mer-

chandise trade for many of the world’s industrial economies.! At the micro level, producers

!See Table 2.1 for details.
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CHAPTER 2. TRADE DYNAMICS WITH INTERMEDIATE INPUTS 41

are heterogeneous in their use of imported relative to domestically produced intermediate
inputs. Namely, relatively few producers use imports, and importers are larger in size than
non-importers. For example, in both the US and Chile, only about one quarter of manufac-
turing plants use imported intermediate inputs. In addition, these importing plants employ
two to three times as many workers, on average, as their non-importing counterparts.> Many
empirical studies have documented analogous facts for exporting producers, and most of
the theory developed so far incorporating heterogeneity in producer-level participation in
international trade has focused on exporting behavior.?

This paper instead focuses on the producer-level importing decision to study trade in
intermediate inputs, in light of the evidence of the importance of heterogeneity in importing
behavior. The importing decision is modeled at the plant level as an irreversible technology
choice: a plant can choose a production technology that uses intermediate inputs of only
domestically produced goods, or a technology that combines imported and domestic inter-
mediates. The technology that a plant chooses when it is built is fixed for the life of the
plant, so the decision to import or not is permanent. This feature of the model is motivated
by plant-level evidence. In the data, the plant-level responses to changes in the relative price
of imports over time indicate that there is substantial irreversibility in the composition of
intermediate inputs that plants use; importing is a relatively irreversible choice.*

With plants divided into importers and non-importers based on their initial investment
decisions, movements in the relative price of imported to domestic goods affect the volume

of aggregate trade through three mechanisms. The first is the within-plant ratio of imports

?See Kurz (2006) for the US, and Section 2 below for Chile. Similar findings are reported in Amiti and
Konings (2005) for Indonesia; Biscourp and Kramarz (2006) for France; and Halpern, Koren, and Szeidl
(2005) for Hungary.

3Empirical studies of exporting behavior include Bernard and Jensen (1995) and Clerides, Lach and
Tybout (1998). Theoretical models of exporting behavior include Melitz (2003) and Bernard, Eaton, Jensen
and Kortum (2003).

‘Kasahara (2004), using the same plant data, also finds that a large change in the ratic of imports
relative to domestic inputs within a plant is associated with a large concurrent investment in physical
capital, interpreted as the adoption of a new technology.
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relative to domestic inputs. The second mechanism is the equilibrium allocation of factors
of production across existing importing and non-importing plants at any point in time. The
third is the dynamic allocation of investment in importing across newly established plants.
A decrease in the price of imports relative to domestic goods makes importers relatively
more profitable than non-importers. The static effects associated with this change are
that importing plants use imports more intensively, and importing plants expand relative
to non-importing plants. In addition, if it is expected to persist, the dynamic effect of a
price decrease is that newly established plants expect a higher gain in profit from using
imports; thus more plants undertake the investment required to import. These two effects
determine the response over time of aggregate trade flows to the change in the relative price
of imported to domestic goods. Because the dynamic behavior of aggregate imports relative
to domestic goods are linked to the rate at which new plants are created, aggregate trade
flows respond slowly to changes in the relative price of imports.

The model is calibrated so that both the fraction of plants importing and their size
relative to non-importers match the plant-level statistics previously mentioned. The cali-
brated model is used to measure the contributions of the static and dynamic reallocation
effects to the short-run and long-run dynamics of aggregate trade flows. When the model is
subjected to aggregate technology shocks of standard business cycle magnitudes, the static
effect is predominant. This is because new plants are a small fraction of the total. The
model predicts fluctuations in aggregate trade flows that are characterized by a low elas-
ticity of substitution between imported and domestic intermediate goods. A permanent
trade liberalization, however, is followed by a large, gradual increase in the volume of trade
over several years following the policy change. The number of importing plants relative
to non-importing plants increases over time. In response to a trade reform of reasonable
magnitude, the model predicts a long-run doubling in the volume of trade relative to GDP,

with about half the growth in trade occurring within ten years.
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This paper is related to recent work on dynamic models of producer-level exporting de-
cisions. These include Ruhl (2005), Ghironi and Melitz (2005), Alessandria and Choi (2005
and 2006), and Atkeson and Burstein (2006). As in Ruhl (2005), this paper isolates different
effects that influence the short-run and long-run response of trade flows to relative price
changes. Ghironi and Melitz (2005) and Alessandria and Choi (2005) examine the busi-
ness cycle properties of models with fixed costs of exporting. Alessandria and Choi (2006)
and Atkeson and Burstein (2006) study the transition path following trade liberalization in
models in which producer-level efficiency evolves over time.® In contrast, in the model of
importing behavior presented here, cyclical fluctuations in trade flows and gradual growth
in trade depend on the irreversibility of the choice between importing and non-importing
technologies. The models of exporting in previous studies differ in the extent to which the
decision to export is irreversible.® However, they all share the feature that the decision
made at any time to not export can be undone. The essential difference between the model
in this paper and previous models of dynamic exporting decisions is that, in this paper,
either of the choices available to producers - to not import or to import - is a permanent
decision.

The assumption of irreversibility in technology choice is similar to that in models of
“putty-clay” capital, recent examples of which include Atkeson and Kehoe (1999) and
Gilchrist and Williams (2000). In these models, investing in capital requires an irreversible
choice of the amount of another variable input that will be combined with the capital in the
future. (The variable input is energy in Atkeson and Kehoe (1999) and labor in Gilchrist
and Williams (2000)). The application of this type of irreversibility to production with

imported and domestic intermediate inputs in this paper is motivated by Kasahara (2004),

Chaney (2005) also considers the transition path following trade reform in a model with producer-level
exporting decisions, but focuses on the average productivity of operating plants rather than the behavior of
trade flows.

8In Ruhl (2005), the decision to export is completely irreversible. In Ghironi and Melitz (2005) the
decision is made independently each period. Alessandria and Choi (2005) incorporate both irreversible and
independent per-period dimensions in the decision to export.
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who finds evidence of the putty-clay nature of a producer’s choice between imported and
domestic intermediate goods.

A recent paper on producer-level importing decisions is Kasahara and Lapham (2006),
who consider a producer’s joint import and export decisions in a stationary model derived
from that of Melitz (2003). Their model incorporates fixed costs of importing to generate
cross-sectional differences in the use of imports by plants. This paper analyzes an en-
vironment with aggregate dynamics, and finds that the irreversibility in individual plant
technology and the cross-section heterogeneity associated with fixed costs of importing can
account well for the dynamic behavior of trade flows observed in the data.

The rest of the paper is organized as follows. Section 2 presents data for the aggregate
and plant-level facts mentioned in this introduction. Section 3 presents the model and
characerizes the plant-level and aggregate implications of relative price movements. Section

4 provides a calibration and quantitative analysis of the model, and Section 5 concludes.

2.2 Data

This section presents two sets of facts from the data that motivate the paper. The first
set of facts, from aggregate trade data, establishes that the response of trade flows at the
aggregate level responds slowly to changes in relative prices across countries. The second
set of facts provides plant-level evidence that on the costly and irreversible aspects of the
decision to use imported intermediate inputs, and therefore motivates the approach taken

in this paper in accounting for the observations in the aggregate data.

2.2.1 Aggregate Facts

Sudden changes in the price of imported goods have gradual effects on a country’s imports.

Figure 2.1 depicts the total imports by Mexico from the United States, relative to US GDP,
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over the period 1982-2000, along with average Mexican tariffs on US goods.” During this
period, there were two episodes in which tariffs were reduced by a large amount within a
single year: Mexico’s unilateral trade liberalization in 1988, and the regional North Ameri-
can Free Trade Agreement with the US and Canada in 1994. There was substantial growth
in trade over this period, with imports from the US relative to US GDP growing four-fold
from 1987-1993 and nearly doubling again from 1993-2000.

Attributing the growth in Mexico’s trade with the US to the large tariff cuts in 1987
and 1993 implies that changes in the price of imported relative to domestic goods generate
large changes in trade flows. However, the growth in trade from a one-time tariff reduction
is gradual, slowly accumulating over several years.

Another way to depict the gradual response of trade flows to price changes is the “elasticity
puzzle” described in Ruhl (2005). Researchers estimating the elasticity of substitution be-
tween imported and domestic goods rely on either business cycle fluctuations, or on single
trade liberalization events, to generate variation in the price of imports realtive to domestic
goods. The estimates from cyclical fluctuations in prices imply small elasticities, mostly
in the range of 1-2, while estimates from the growth in trade several years following trade
liberalizations imply large elasticities, generally above 6. Therefore, the response in trade

growth to a price change takes time to develop.

2.2.2 Plant-level Facts

This section describes data from a panel survey of Chilean manufacturing plants, from
Chile’s Instituto Nacional de Estadistica (INE). The period covered is 1979-1986. Each
plant reports its imported and total intermediate input purchases. If imports are positive,

I consider the plant an importer.

"Trade and GDP data are from International Monetary Fund, International Financial Statistics CD-
ROM. Mexican tariffs are from Hinojosa-Ojeda et al. (2000) for 1982-1994, and from Office of US Trade
Representative, Trade Policy Agenda and Report on Foreign Trade Barriers (various years).
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Cross-section

I first describe the cross-section characteristics of plants. Statistics are computed for all
plants existing in the sample in each year, then averaged across years.

Few manufacturing plants in Chile use imported intermediate inputs, and they tend to
be much larger than the plants that do not use any imported inputs. Table 2.2 shows that
only about 24 percent of plants, on average, use a positive amount of imported intermediate
inputs. These plants employ about three times as many workers, on average, as the plants
that do not use imported inputs.

For comparison, Kurz (2006) reports that in 1992, about the same proportion of US
manufacturing plants use imported inputs, and they are on average about twice the size of
the plants that do not.

These figures imply that using imported inputs along with domestic inputs is dispro-
portionately more costly than using domestic inputs alone. In addition, Kasahara and
Rodrigue (2005), using the same sample of Chilean plants, find that using imported along
with domestic inputs brings with it a significant gain in plant productivity, so that plants
operating at a larger scale would benefit the most from using imports. Therefore, only large

plants find it worthwhile to pay the additional costs of using imported inputs.

Panel

The allocation of resources across plants over time provides evidence that the decision to
use imported inputs or domestic inputs alone is not easily reversed. Over the period 1979-
1986, the aggregate quantity of imported relative to total intermediate inputs purchased by
Chilean manufacturing plants declined by 18 percent per year, on average.

In light of the cross-section heterogeneity among plants’ use of imports highlighted in
the previous subsection, this aggregate decline can be attributed at the plant-level to several

different channels. If some plants import and some do not, and plants can enter and exit
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the economy, aggregate imports relative to total intermediate inputs can fall because: (i)
importing plants import relatively less of their inputs; (ii) importing plants shrink relative
to non-importing plants; (iii) importing plants stop importing and become non-importing
plants; or (iv) importing plants that exit the economy are replaced by entering plants that
do not import.

Magnitudes can be assigned to these channels through decomposing the aggregate ratio
of imported to total intermediate inputs as follows. Let My =}, mi be the aggregate
quantity, in year t, of imported inputs used at importing plants, where ¢ denotes a plant,
mi denotes imported inputs used by plant i in year t, and I,; is the set of plants that

uses imports in year t. Similarly, let X; = Y, ; =i be the aggregate quantity of total

i€ly
intermediate inputs (imported plus domestic) used by all plants, with m,’t denoting all the
intermediate inputs purchased by plant ¢ in year ¢, and I; denoting the entire set of plants
operating in period .2 Then, the change at the aggregate level in imports relative to total

intermediate goods can be decomposed as follows:?

Miy1 My _ 3 o (m§+_1 - .”Ez) (2.1)

Xt+1 Xt €It 1Nt Xt xi“”l :Ei

. <ﬁﬂ _ ﬁ) m
il Xty1 Xi) =

T (4 ()
1€lmt41NIme Xi Xi m%‘H T

N 3 The1 Miy1 zpmy
1€(Tmt+1\Ime)N(TeN Tz 41) Xt+1 1’%_*_1 1€Imt\Ime+1)N(TN T 41) Xt .’Ei

N Thu1 Miyy _ 2 m

Xip1 T Xi xt

1€ (Ime+1 \Ime )Tt 11\1z) 1€Imt\Ime+1N{(Ie\ I 41)

8Total intermediate inputs are deflated with industry-specific input price indices, and imported interme-
diate inputs are deflated with an economy-wide import price index.

¥This is similar to the methodologies used by many authors to decompose aggregate productivity growth
into its plant-level components. See, for example, Baily, Hulten and Campbell (1992).
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The first line in the sum above gives - the total effect of each plant that imports in both
years t and ¢ + 1 adjusting its ratio of imported to domestic inputs (m/z), weighted by
its initial share in the aggregate economy (z/X). This is adjustment within the plant.
The second line is the sum of changes in these continuously importing plants’ share of the
economy, holding fixed the intensity with which each plant uses imports. This is adjustment
by reallocating between plants. The third line gives the effect of the plants’ ratios m/z and
their shares of the economy z/X changing together. The fourth line is the contribution of
continuing plants that start to import in year ¢ 4+ 1, net of the loss due to continuing plants
that no longer import in year ¢+ 1. Finally, the fifth line is the contribution of new entrants
that import less the loss due to importing plants that exit the economy. Table 2.3 gives
the contributions of each of these five components, labeled “within”, “between”, “cross”,
“switch” and “entry”, respectively, as a percentage of the aggregate change M;y1/X¢y1 —
M;/X: (so that the components sum to one hundred). Two sets of figures are reported: the
average across one-year changes, and the 7-year change.

The figures in the first row of Table 2.3 show that, on average, each year, 78 percent
of the decline in imports at the aggregate level is accounted for by each importing plant
adjusting the ratio of imports relative to total intermediate inputs it uses. About 26 percent
is accounted for by importing plants shrinking in scale relative to non-importing plants.
Two percent of the aggregate change is accounted for by new entrants using less imports
than exiting plants, and about three percent is attributed to importing plants switching
to becoming non-importers more often than non-importing plants switching to importing.
The fact that the “between” component is substantial provides evidence that there is some
irreversibility in the nature of the decision to import: not all the adjustment at the aggregate
level comes from each plant changing the composition of goods it uses. In addition, the
year-to-year net effects of entry and exit and of plants switching importing status are very

small. In contrast, over the entire 7-year period, the effects of entry and exit accumulate,
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and contribute five times more to the aggregate change in imports than they do on average
each year.

In the model presented in the next section, plants face a costly, irreversible decision
to use imported intermediate inputs. This generates both the cross-sectional properties of
plant heterogeneity discussed in the previous subsection, and generates trade growth at the
aggregate level through the “within”, “between”, and “entry” plant-level margins discussed
here. When calibrated to match the cross-sectional properties of the plant data, the model
generates aggregate implications for the dynamic behavior of trade flows that mimic the

aggregate facts discussed earlier in this section.

2.3 Model

2.3.1 Outline

The model economy consists of two countries, referred to as home and foreign. There are
two goods in the economy, and each good is produced in only one country and can be
traded internationally. Production in each country is carried out in plants that can operate
one of two available technologies to produce their country’s good. The first technology
combines labor with intermediate inputs of the domestically-produced good. The second
technology uses, in addition, intermediate inputs of the imported good. Plants that operate
each technology are referred to as non-importing and importing plants, respectively. Plants
in the economy are distinguished by the technology they use (denoted d using only domestic
goods and m using imports) and the idiosyncratic efficiency, denoted z, with which they
operate the technology. All plants are subject to country-wide shocks to aggregate efficiency,
denoted A in the home country and A* in the foreign country. (Throughout, all foreign
variables are indexed with an asterisk (*).)

Each period, all plants face a constant probability of death. New plants continually enter
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the economy and choose the technology, importing or not, with which they will operate.
This is an irreversible decision, fixed over the life of each plant. The entry and technology
choices of a plant require fixed investment costs that cannot be recovered.

Each country is populated by a continuum of mass one of identical infinitely-lived con-
sumers who are each endowed with 1 unit of time to be allocated between labor and leisure,
and an equal share of ownership of the all the plants in the country. The consumers’ labor
is used for production in all existing domestic plants.

Consumers in each country do not value consumption of the good produced abroad,
so there is no trade in goods for final consumption. Qutput produced in each country is
allocated to final domestic consumption, intermediate consumption of domestic and foreign

plants, and investment in new plants.

2.3.2 Time and Uncertainty

Time is discrete and indexed ¢ = 0,1,.... At each date ¢, an event s; occurs, which
is drawn from a Markov process with transition function ¢ (si|s;—1). The state of the
economy at any date t is the complete history of events up to and including date ¢, denoted
st = (s0,51,...,5:). The probability of state s as of period 0 is denoted ¢ (s*). Commodities

and prices are functions of the state s’.

2.3.3 Consumers

The preferences of a representative consumer in the home country are represented by the

expected discounted present value of utility from consumption and leisure,
o0

Zﬁ%(st)U (C(sh),1 — N(sY) (2.2)

t=0 ot
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The consumer faces the following budget constraint in every state s':

C(s) + ) Q(s",5111)B(s', se11) S w(s)N(s') + B(s") + () + T(s)  (2.3)
141

where C denotes consumption and N is the fraction of time spent working. Q(st,s;11) is
the price, in units of home country output at state st, of an internationally traded claim
to a unit of home country output in state (s?,s;1+1) and B is the quantity of these claims
purchased. The wage rate, in units of domestic output, is w, and the aggregate profits II
of plants are rebated equally to all consumers. T is tariff duty collected on total imports,
also rebated equally to all consumers.

Consumers have access to complete asset markets, as evident by the dependence of @
and B on the future event s;11. The consumer’s ownership of the plants is modeled as
passive, in that they take the profit rebate Il as given. Below, the plants’ problems are
specified so that their operating, entry, and technology choices are the same as those the
consumer would choose for them.

The consumer’s problem is to choose C(s?), N(st) and B(s!, s¢11) to maximize (2.2)

subject to (2.3). The first order conditions of this problem include

i1
Qs sea1) = s+ 1sH )

& (2.4)

where U; (s%) is the partial derivative of U with respect to its j'th argument.
Consumers in the foreign country have the following utility function:
(oo}

> (U (C(sh), 1 = N*(s")

t=0 st
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and face the the budget constraint:

C*(St)+ZQ(3 st_l_l)__(_s(i)ti'__l) <w*(st)N*(st) B;(S;) -l-H*( t)-I-T*(St)

St4+1

Here, the foreign budget constraint is written in units of foreign country output, and
p(s') is the price of foreign goods in units of home-country goods. The first order conditions

for the foreign consumer’s problem are:

and
Ui (s p(sY

Q(St,SH-l) ,B¢( t+1| t) U*(st) p St‘H)

2.3.4 Plants

Plants in the economy face two types of decisions: those made at the time of establishment,
and those made each period thereafter. I start with the decisions made by existing plants
each period. The plant’s dynamic decision at the time of establishment then anticipates the
profits generated each period by the static decisions each period.

At any state s?, a plant is distinguished by its efficiency z and its technology, importing
or not. In particular, the age of a plant, reflecting the date at which it entered the economy,
is irrelevant for describing its current production possibilities and decision problem, so I do
not distinguish existing plants by age.

Plants operate each period under perfect competition, with decreasing returns to scale
technologies. They are subject to country-specific aggregate shocks to efficiency each period,
denoted A(st) in the home country and A*(s) in the foreign country. These shocks are the

only exogenous source of uncertainty in the economy.
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Non-importing plants

The technology used by a non-importing plant with efficiency z at state s* combines labor

n and intermediate inputs d to produce output y according to:
y= A(st)zl—a—f)dane

where a + 6 < 1.
The plant’s static profit from operating is denoted m4(z, s*), and is given by the following
maximization problem:

ma(z,8") = max A(sH2' 72 04on? — d — w(sh)n

The plant takes as given the prices of inputs in units of its output: the wage w and the
price for intermediate inputs, equal to 1.

The decreasing-returns technology yields an optimal scale of production for each plant,
which depends on its idiosyncratic efficiency z, and on the aggregate state st (through
dependence on both A(s?) and the wage w(s?)).

The plant’s optimal input and output decisions are summarized by

va(z,8") = ha(sh)/(-o70), (2.5)
na(sst) = w—(‘i—t—)yd(z,st)
dy(z,8") = ayu(z,s")
where
ha(st) = A(st)a®0%w(st)~? (2.6)

Plant input and output decisions are homogeneous in z. That is, for ¥ > 0, if 21 = 2s,
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then

ya(z1, 8°) = Yya(ze, )

and similarly for the input demands ng and dg.
This property of plant decisions is exploited in characterizing the model’s aggregate
properties below.

Maximized profits are given by
ma(z, ') = (1 — a — O)ya(z, 5°)

Importing plants

An importing plant with efficiency z at state st produces according to:
y= A(St)zl—a—-e(,.ydwm1~—w)an9

Here n,d,m, and y denote labor, domestic and imported intermediates, and output,
respectively.

Importing plants combine intermediate inputs of domestic and imported goods to create
a composite intermediate input, defined as yd“m!~*, that is combined with labor. The
parameter w reflects the relative importance of domestic goods; if it is greater than %, then
there is a technological bias within the plant towards intermediate inputs of the domestically
produced good.

The parameter v measures the efficiency advantage of the importing technology relative
to the non-importing technology, discussed further in the next subsection. An efficiency ad-
vantage associated with using imported and domestic intermediate goods relative to using
domestic intermediate goods alone is related to feature of “increasing returns to special-

ization” in the models of Ethier (1982) and Romer (1987). In these papers, production
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technologies are defined so that using a larger number of inputs yields higher output than
using fewer inputs, in the same total quantity. Increasing returns to specialization is cap-
tured here by the parameter «, which is calibrated in the quantitative experiments to match
statistics in cross-section plant data.!?

The profit maximization problem of an importing plant is:

(2, 8%) = max A(sH) 27270 (ydmI)nd — d — p(s*)(1 + T)m — w(s')n
n,a,m-

where p(s?) is the price of foreign country goods in units of home country goods, and 7 is
the ad valoremn tariff rate. These are both taken as given by the plant, in addition to the
wage w(s®).

The optimal decisions are:

Um(2,8Y) = hp(sH)/ (720, (2.7)
n o _ 0 2 gt

nm(z,s) - w(st)ym(’ )

dm(z,8") = awynm(z,s)
0N ol — w) 2 st

e (R

where

Maximized profit for an importing plant is

m(z,8%) = (1 — o — O)ym(z, s%)

°In Ethier (1982) and Romer (1987), the gains from a higher number of inputs depends on substitutability
between the inputs. Here, however, the inputs are assumed to be complementary in the plant’s technology.
Koren and Tenreyro (2005) provide an example of a production technology that yields disproportionally
higher output from a larger number inputs (i.e., displays increasing returns to specialization) when the
inputs are complementary.
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Difference between non-importers and importers

This section considers the differences in both potential production possibilities and observed
behavior between operating the importing and non-importing technologies, for a given plant
with z = 1. Within a plant, these differences determine the realized difference in profit
between importing and not, and thus impact the dynamic choice discussed in the next
section.

The non-importing and importing production functions are defined over different sets of
inputs. This means they cannot be meaningfully used, by themselves, to compare produc-
tion possibilities, in the sense of how much output a plant gets from a given set of inputs.
An alternative is to compare the total cost of production across different levels of output,
measured in units of domestic goods, given that the composition of inputs is chosen to
minimize total cost when using either technology.

The total (variable) cost of producing y units of output using the non-importing tech-
nology with efficiency z = 1 in state s¢ is:

ca(y,s") = dn;lli>nod+w(st)n

subject to

A(sHd*n? > y
The analogue for the importing technology is:

em (v, 8%) = dmiln>0d+p(st)(1+T)m+w(st)n

subject to

Ay mt=)nl > y
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When minimized, these costs as functions of y are increasing and convex, and satisfy:

_ Cd(y7 st)
cm(y, s") = VR (2.9)

) o/(o-+0)

where o(s?) = ( . It follows that if g(s*) > 1, that is, if

~y
W= (p(st) (147)) 1 (1-w)* !

v>w P+ )Y (I —w) ! (2.10)

then producing with the importing technology is more cost-efficient than producing with
the non-importing technology, in the sense that any level of output can be produced at lower
cost. Essentially, the inequality (2.10) states that the gain in efficiency from importing (),
is greater than the ratio of the unit price paid for intermediate goods if importing to the
unit price paid for intermediate goods if only using domestic goods - the former is given by
the price index of the composite of imported and domestic goods, w™ (1 — w)“™* (p(st)(1+
7))}, and the latter is 1.

Under perfect competition, a plant’s optimal scale of production sets marginal cost equal
to the price of output. Denote these optimal scales §j4(s?) for the non-importing technology
and §n,(st) for the importing technology.!' Plants operating either technology produce
the same good, so the price of the output produced using either technology is the same.

Therefore, these optimal levels of output must satisfy

%—c;“(gm(sw, st = %f;@d(st), ) (2.11)

Now, (2.9) holds for all y, and thus, in particular, at the optimal scale with the importing

"1 All plant level variables with a tilde (~) and without dependence on z denote the relevant quantity for
a plant with z = 1.
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technology, 7m(st). If o(s*) > 1, then

dcm , . 1 ey,
a_y(ym(st)v St) = g(st) —a?(ym(st)’ st) (2'12)
< (s,

Since ¢4 and ¢, are convex, %‘;‘i and %Cgl are increasing. Thus in order for (2.11) to

hold, in light of (2.12), it must be that
gm(st) > gd(st)

Therefore, if ¥ > w™*(p(st)(1 + 7)1 (1 —w)* ™!, so that g(s*) > 1, then any plant
produces at a higher scale using the importing technology than with the non-importing
technology. In addition, average costs (which are proportional to marginal costs) are equal
at the optimal scale using either technology, so profit is higher using the importing tech-
nology.!? The difference in profit from using either technology is one side of the tradeoff
considered by an entering plant in choosing its technology. The other side is measured by

the sunk costs of either technology incurred at entry.

Entering Plant’s Problem

The timing of the decisions facing a plant within the period it enters (and one period
before it starts production) is as follows. An entering plant first invests k. to receive an
efficiency z. The efficiency z is drawn independently for each entrant from a distribution
with support [z, 00) and probability density function g. After z is revealed, a plant may

decide to shut down and incur no further costs. Alternatively, it may choose to continue

2If y < w™(p(st)(147))* "% (1 — w)* "1, then all the inequalities are reversed, so importers have less cost-
efficient production technologies, are smaller in size, and have lower maximized profit than non-importers.
This would contradict one fact in the data mentioned in the introduction: importing plants are, on average,
larger than non-importing plants.
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with future production using either of the two technologies available; the non-importing
technology comes at a cost k., and the importing technology at a cost k,. All the sunk
costs of production are paid in units of domestic output.

Each plant faces uncertainty over future profits after learning its efficiency z and choosing
its production technology, due to the aggregate technology shocks A(s?) and A*(st). Plants
are also subject to a constant exogenous probability ¢ of exiting the economy. The timing
of events is depicted in Figure 2.2.

Entrants maximize the expected present discounted value of profits from future pro-
duction, less the sunk costs associated with the entry decisions. Let Vj (z, st) denote the
expected present discounted value of future profits of a plant that enters at state s?, to
begin production at date ¢ + 1, using the non-importing technology, with efficiency z. That
is,

Va(zs) = 32 37 PG, 8)(1 =8 mg(z, )

r=t+1 s7|st

where summation over s"|s refers to summation over states with histories of the form s" =
(%, 8441, 8t+2,- - -, 8r). The static profit m4(z, s') is as defined in the static maximizations
of the previous section. P(s", st) denotes the price of output at state s” in units of output
at state s, and J is the probability that a plant dies each period. Plant death occurs at
the end of the period, after production, and entering plants cannot die before they start
production.

The price at which plants value future profit, P(s", s*) is given by

P(s", St) = Q(st, St+1)Q(3t+1»St+2) e Q(Sr_la sr)

with the @)’s defined as in the consumer’s problem. Using the consumer’s first order condi-
tion (2.4),

Ui(s™)

Ui(st)

P(s",s") = BT "(s"|s")
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That is, plants value profits at future possible states with the consumer’s marginal rate
of substitution.
Similarly, define V,, (z, st) as the expected present value of profits using the importing

technology:

Vin(2,8") = Z Z P(s",sH(1 — 6) "t (2, 87)

r=t+1 g7|st
Now, the plant’s decisions at entry can be characterized as follows, working backwards
from the technology decision. The expected present discounted value of a plant with effi-
ciency z that has paid the cost of entry k., and has the options to exit or continue with

either technology, is
V(z,s") = max {0, —kc + Vg(z, ), —km + Vim(2, s*) } (2.13)

Exiting immediately after learning z brings no additional benefits or costs, so the value
of exiting is zero.
Potential entrants do not know their efficiency z before payment of the cost k.. The

expected present discounted value for a potential entrant is then
o0
Ve(st) = —ke +/ V(z,s')g(z)dz (2.14)
2L

An entrant’s decisions are summarized by discrete decision rules determining the choice
of an entrant of efficiency z at state s*. Let 4(2, s*) record the decision of entrants who
continue production using the non-importing technology, and let &,,(z, s*) be the analogue
for entrants who use imports. That is,

1if V(z,8) = —ke + Vy(z, st
ealz, st) = (z:5) A=) (2.15)

0 otherwise
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1if V(z,8") = —km + Vin(z, 8¢
em(z,8") = (25 " (5 (2.16)

0 otherwise

Aggregate Plant Dynamics

The set of plants in the economy at any date is characterized by distributions of efficiencies
across plants operating each type of technology. Denote u4(z, st=1) as the density of plants
that enter a state (s*1, s;) using the non-importing technology, with efficiency z. Similarly,
Lo (2,8471) is for importers. The mass of plants that pay the cost of entry . at state s* is
denoted X (st).

The evolution of the plant distributions follows:'3

pa(z,8') = (1= 08)uqlz, s + X (s")ea(z, s)9(2) (2.17)

m(2,8) = (1= )um(z,s71) + X (s)em (2, s)9(2)

That is, the set of operating plants is determined by previously existing plants that
survive into the current period, along with the decisions of new entrants. For example, the
mass X (s*)g(z) of new entrants with efficiency z that choose £4(2, s*) = 1 enter the mass
(2, st) in a manner identical to any surviving plant in p,(z, s*~1). The dependence of the

=1 emphasizes that the set of plants in the economy at any state st

distributions p on s
depends only on events prior to the current period. Current decisions of new entrants affect

the set of plants operating in the next period.

Aggregate Feasibility

Feasibility in the goods markets requires that the sum of demands for final and intermediate

consumption, plus total goods required for investment by new plants, equal the total output

134 and ., are not necessarily probability distributions, because they are not normalized by the total
mass of non-importing and importing plants, respectively.
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produced by all plants. Plant input demands and output supplies are defined by (2.5) and
(2.7) and aggregated using the distributions defined by (2.17). The total amount of goods
required for X(s*) entrants is determined by the decisions in (2.15) and (2.16).

In the home country,

C(s*) + X (s (/@e + /{c/sd(z, s g(2)dz + K /Em(z, st)g(z)dz) (2.18)
+/dd(z, st),ud(z,st_l)dz+/dm(z,st)um(z,st_l)dz+/m*(z,st)ufn(z,st‘l)dz

= /yd(z, ug(z, 88 Hdz + /ym(z, (2, 87 1)dz
In addition, plant demands for labor must sum to total domestic labor supply:
/nd(z, spg(z, s 1)dz + /nm(z, Nt (2,87 dz = N(sh) (2.19)

The rebates of profits and tariff revenue in the consumer’s budget constraint (2.3) are

defined by

(st = / ra(z, s alz, s V)dz + / T2 )i (2, 8~ V)l (2.20)

—X(s%) (K)e + nc/sd(z,st)g(z)dz + /sm/sm(z,st)g(z)dz)

T(s') = mp(s?) /m(z,st)pm(z,st—l)dz (2.21)

Analogues of conditions (2.18) through (2.21) hold for the foreign country.

The international asset market clearing condition is

B(s', st41) + B*(s%,8041) = 0 (2.22)
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2.3.5 Equilibrium

An equilibrium for this economy consists of state-contingent sequences of prices, allocations
of goods and labor, decisions of entering plants, and distributions over efficiency levels of
existing plants that solve consumers’ and plants’ problems and satisfy the home country and
froeign country versions of the laws of motion (2.17) and feasibility conditions (2.18) through
(2.21), as well as the international asset market clearing condition (2.22). In addition, the

mass of entrants X (s*) must be such that

with Ve(s') defined in (2.14).

2.3.6 Characterization of Equilibrium

As presented here, an equilibrium of this economy is a complicated by two things: (1)
the discrete decision rules for plant technology choices at entry ¢4 and &p,; and (2) the
distributions p as equilibrium objects. The first issue can be resolved by restricting atten-
tion to equilibrium paths that satisfy a certain monotonicity condition on the difference in
profits between importers and non-importers. The second issue is resolved through an ex-
plicit aggregation of plant distributions into moments relevant for the equilibrium feasibility

conditions (2.18) through (2.21). Each of these issues are discussed in turn.

Plant Entry Decisions

The decision of a plant at entry involves comparing the value of the two expected discounted
infinite sums in the definitions of V; and V;, in the plant dynamic decisions. In general,
it is not straightforward to determine which of these is larger for any given plant. The

expected static profit difference between importing and not, discussed above, depends on
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future values of the endogenous price p.
To resolve this, I restrict attention to equilibrium paths that satisfy the following con-
dition:

> w1+ 7)Y (1 - w) ! for all st

This is not an assumption on parameters of the economy, since it involves the equilibrium
price p, the relative price of foreign to home output. Rather, I compute an equilibrium path
under the conjecture that this condition always holds for a given set of parameters, and
then check that it does in fact hold in equilibrium, verifying the conjecture.

The reason for imposing this condition is that analysis of the plant’s technology choice
at entry can then be characterized by a simple rule that depends on the current state.
If v > w“(p(s")(1 + 7)) (1 —w)“™! for all s" following s!, then a plant entering at s*
expects to make higher profit every period it operates if it chooses the importing technology

over the non-importing technology. The difference in profit is
Tm(2,8") = ma(2, 87) = (1 — & = 8) (A (s7)/ (17070) _ py(s7) 1/ (1=0=0)y,

If v > w(p(s")(1 + 7))1% (1 — w)“ ™}, then, from (2.6) and (2.8), the difference in
profit, 7, (z, s") —m4(z, s"), is increasing in z. Under the conjecture that v > w™%(p(s")(1+
)% (1 — w)“™ for all s*, the difference in the present values Vi (2, s*) — Vy(z, st) is also
increasing in z, and therefore is high enough to cover the additional sunk cost &, over k.
only if z is large enough. Similar reasoning shows that Vy(z, s*) is high enough to cover the
first sunk cost k. only for sufficiently large z as well, though for a lower range of z than for
the importing decision.

Therefore, a plant’s decision at entry in state s® is characterized by two cutoff levels
of its efficiency draw, denoted Z4(s) and 2, (s*), with 24(s?) < 2n(s?). If a plant draws

a z € [24(s?), Zm(s?)], it produces with the non-importing technology; if z > 2, (st), the
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plant uses the importing technology; and if z < 24(s%), the plant chooses not to continue
producing. These cutoff rules are depicted in Figure 2.3. Across the mass of plants entering
in a given period, efficiency levels z are distributed according to the fixed density g, and
potential entrants along this distribution are partitioned into importers, non-importers, and
exiting plants that shut down before production.

The decision rules €4 and ey, in (2.15) and (2.16) are replaced by
1if 2 € [84(st), 2 (s%)]

Ed(z,st) =

0 otherwise

1if 2 > Zn(st
ool = m(s")

0 otherwise

Therefore, an equilibrium of this economy displays two selection effects: only relatively
efficient plants (those with z > 24(s*)) continue beyond entry. Furthermore, only the most
inherently efficient plants, those with z > 2,(s*) > 24(s?), will be profitable enough to
afford the technology that uses imported intermediate inputs. These effects of sunk costs
of production and importing are similar to the selection effects in Melitz (2003), in a model

with sunk costs of production and exporting.

Aggregation

=1y and p,,(2,s'71) over plant ef-

The endogenous state-dependent distributions p4(z,s
ficiency can be aggregated into moments that summarize the information necessary for
determining aggregate equilibrium quantities. Because the production technologies are ho-
mogeneous in efficiency z, different plants operating the same type of technology (e.g.,

non-importing) with different efficiencies choose inputs and outputs that are proportional

to each other. So, for example, the labor demand of a non-importing plant of efficiency z
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at state s' satisfies:

nd(z’ St) = 'ﬁd(st)z

where fig(s') = ng(1,s?) (the labor demand of a non-importing plant with z = 1) is a
function of equilibrium prices, defined by (2.5). The aggregate feasibility condition (2.19)

for labor at state s!, can then be written
N(s') = 7g(s)) Z4(s) + i (84) Zin (s°71) (2.23)
where Zg and Z,,, are the the following aggregates of the distributions py and p,,.

Zy(sY) = / 2z, 8V dz

Im(stY) = / 2t (2, 571 dz

Using these aggregate variables in addition to the cutoff rules 24(s*) and 2, (s') for

entrants, the (home) goods market clearing condition can be written!:

C(st) + Jd(st)Zd(st'l) + Jm(st)Zm(st_l) + ﬁl*(st)Z;Z(st_l)

) | ke c ~ 2)dz + Km, ” d
+X( )( + K, Ld(st)g( Ydz + /Em(st)g(z) z)
= §a(s)Za(s" 1) + Gm(s") Zm(s"T)

In order to replace the distributions g in summarizing the distributions of plants in the
economy with the aggregates Z, the endogenous laws of motion (2.17) must also be replaced.
This is done using the plant entry cutoff rules again. The aggregated laws of motion are

found by mutiplying (2.17) by z for each z, and integrating over the ranges defined by the

4 All variables with a tilde (") and no dependence on z are defined analogously to 7e(s') above.
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entry cutoff rules:

Zm{st)
Za(sh) = (1-06)Za(stY) + X(st) / " e (2.24)
Tnls!) = (1= 6)Zn(s"Y) + X(s) /°°( , 200

As with the original distributions u, the aggregates Z at date ¢ depend only on events
up to period t — 1, included in st~!. The aggregates evolve through the death of plants and
the decisions made by new entrants.

With the plant distributions thus aggregated, solving for the aggregate variables in
an equilibrium reduces to solving an aggregated maximization problem with endogenous
state variables Zy, Zn, Z}, Zy,. The details are in the appendix. The aggregation of plant
decisions as in (2.23) is similar to the characterization in Melitz (2003) and Ghironi and
Melitz (2005). Replacing the dynamics of the distributions p with aggregated state variables
is related to the method used by Atkeson and Kehoe (1999) to solve a model with “putty-

clay” capital embodying an irreversibility similar to that considered here.

2.3.7 Steady state and comparative statics

In the next section I quantitatively evaluate the model’s implications for changes in a
country’s aggregate trade flows in response to two types of movements in the relative price
of imported to domestic goods. The first type are cyclical changes in p(s*) due to exogenous
fluctuations in A(st) and A*(s?). The second type are exogenous permanent changes in trade
policy, as measured by the tariff rate .

In this subsection I first analyze the effects of a change in the tariff 7 on a symmetric
steady state of the economy: an equilibrium without fluctuations in A and A* in which
all aggregate variables are constant over time. All previously defined equilibrium variables

without dependence on s refer to steady state values. The equilibrium value of p in a
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symmetric steady state is 1.

Although equilibrium aggregates are constant, there is continual turnover of plants in
each country, as new entrants replace dying plants. The equilibrium plant efficiency distri-
butions ug and u, (and efficiency aggregates Z; and Zp,) are constant, but depend on the
exogenous policy 7.

Therefore, a change in 7 has three effects on aggregate trade flows, two that are static
and one that is dynamic. The first static effect is on the allocation of resources (labor and
intermediate inputs) across existing importing and non-importing plants in any period: a
reduction in tariffs reallocates resources to importing plants. The second static effect is on
the ratio of imported relative to domestic intermediate inputs used within each importing
plant: when imports become cheaper, importing plants use relatively more imports. The
dynamic effect is on the investment decisions of new plants: a tariff reduction causes more
entering plants to pay the sunk cost of importing, and causes fewer plants to continue
producing at all.

These effects can be seen in the steady state ratio of aggregate imports relative to

aggregate purchases of domestic intermediate goods, which is:

N

M_ [ (22
D [da(2)pg(2)dz + [ dm(2)pp(2)d2

Using the homogeneity of plant decisions in z from (2.5) and (2.7), with the definition

of the aggregates Z; and Z,, in (2.24),

I — (2.25)
dgZg + dmZm,

- -1
m [ dg Zg
drm (dmZm )

The three effects of a drop in tariffs can be seen in the ratios i/ dm, Jd/ dpm, Zq]Zm,.

SIS
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First, at importing plants, m(z) = mdm(z) S0 m/d m' a lower tariff rate,
T, increases the ratio of imported to domestic inputs used at importing plants.

Second, using the input demand functions in (2.5) and (2.7), the ratio dg/dy, is:

~ a/(l-a—8
dg _ (w*“’(1+7')1_“(1—w)“_1> A
Y

dm

This is increasing in 7. Therefore, a decrease in 7 causes less inputs to be allocated to
non-importing plants relative to importing plants, as measured by the ratio dy / .

Finally, The dynamic effect of a drop in 7 works on the ratio M/D through the ratio
of efficiency aggregates Zy4/Z,,. Evaluating the laws of motion (2.24) at a steady state give
024 = sz'" z)dz and 6Z,, = Xf zg(z)dz, so the ratio is:

Zy _ f;;’" zg(z)dz
T f:mo zg(z)dz

I argue that the equilibrium value of this ratio decreases with a decrease in the tariff 7.
The cutoffs 24 and Z,, are defined by the solutions to the steady state versions of entering
plants’ dynamic decision problems. The steady state versions of an entering plant’s present

discounted value of profits (from not importing and importing) are:

Vas) = Ty )

B

Vin(2) = i‘:‘ﬂ—‘(l_—a)ﬂm(z)

where 3 is the consumer’s discount factor and & is the plant’s probability of death. The

cutoffs 24 and 2, solve the maximization in (2.13), and therefore satisfy:

I——#S—)_Wd(éd) = Ke
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and

g R .
12309 (Tm(2m) — wa(2m)) = km

A plant with the cutoff efficiency level for each decision makes zero additional profit

above the cost of the decision (the continuing cost . for 24 and the importing cost &, for

~

Zm)-

A decrease in 7 raises the difference 7, (2) — mg(2) for any z. Since this difference
is increasing as a function of z, 2, decreases, and thus more entering plants import. In
addition, the equilibrium effect on 2; will typically be that, since a higher fraction of plants
import, and importers hire more labor than non-importers, the equilibrium wage w increases
so that fewer potential non-importing entrants are profitable enough to continue, and Zz4
increases.

Therefore, the integral f:;" 29(z)dz decreases, and |, :: zg(%)dz increases, s0 Zy/Zy de-
creases. The dynamic effect of a tariff reduction is to increase the aggregate ratio M/D
through a reduction in the mass (and aggregate efficiency, which determines aggregate in-
termediate demands) of non-importing plants relative to importing plants.

In the following sections, I show that these two effects interact in different ways to
determine the dynamics of trade flows in response to aggregate fluctuations and in response
to trade reform. Short-run fluctuations in the relative price of imports to domestic goods
cause short-run fluctuations in the import/domestic ratio mainly through the static effects
within and between existing plants - changes in the ratios /i/dy, and dyg/dy, in (2.25). Trade
liberalization increases trade through both the static effects and the dynamic effect of more

new plants importing - a change in Z;/Z,,. The latter effect is larger, and occurs gradually.
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2.4 Quantitative Analysis

2.4.1 Parameter Values

I choose parameter values so that the steady state of the model under a tariff rate of 10%
matches several aggregate statistics as well as key facts on plant-level importing behavior.
The calibration is summarized in Table ?77.

A model period corresponds to one quarter of a year. The discount factor 3 is set to

0.99, which implies an annual real interest rate of about 4%. The utility function is

1—v
v(c,1-n) = LCU=N))

1—-v

The parameter  is set to 0.34, implying that the steady state fraction of time supplied
as labor, N, is 30%. The parameter v is set to 2, a standard value in international real
business cycle models (as in, for example, Backus, Kehoe and Kydland (1995)).

I set § = 0.02 based on interpreting plants as the model economy’s capital stock. An
accounting measure of capital in the model would cumulate investment expenditures in new

plants to form a capital stock. Investment expenditures are

I(st) = X(s%) (Ke + K¢ /:o 9(z)dz + km /oo g(z)dz)

a(s*) 2m(s?)

t a fraction 6 of which will die at the

X (s') represents new plants entering at date s
end of period t + 1. Therefore, additions to the capital stock in the form of investment
expenditures I depreciate at the rate 4.

The parameters of the plant production functions that are common between non-importing
plants and importing plants are «, the share of output spent on intermediate inputs, and

0, the share of output spent on labor compensation. I set & = 0.5 and 6 = 0.33, so that

expenditure on intermediates is the same fraction of gross output as is value added (gross
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output less intermediates), and labor compensation is two-thirds of value added.

In a steady state with p = 1, every importing plant spends a fraction 1 — w of total
intermediate expenditures on imports. In US manufacturing plant data, Kurz (2006) reports
an average across importing plants of 0.20 for this fraction. Kasahara and Lapham (2006),
in Chilean manufacturing plant data, find an average of 0.29. Amiti and Konings (2005)
find an even higher ratio of 0.46 for importing plants in Indonesia, and Halpern, Koren and
Szeidl (2005) find variation in this ratio between 0.1 and 0.5 in importing Hungarian firms.
I set w = 0.8 so that this fraction equals 20% for all importing plants.

The remaining parameters affect plant heterogeneity and the differences between im-
porting plants and non-importing plants.

The parameter v determines the advantage of using the importing technology. Several
studies have attempted to measure the implicit within-plant output gain of importing inter-
mediate inputs, given the total volume of inputs and controlling for other aspects of plant
heterogeneity. The results are mixed. Kasahara and Rodrigue (2006) suggest that this gain
is between 2 and 20%. Halpern, Koren and Szeidl (2005) estimate that an increase of 0.1
in a plant’s import share of intermediates has a significantly positive effect on output on
the order of 1 — 2%. Muendler (2004), however, reports no significant effect of importing
on plant output among manufacturing plants in Brazil.

These three studies all use plant-level panel data to estimate a production function
relating plant output to inputs (of labor, capital, and materials), augmented with a term
relating to a plant’s use of imported intermediate inputs. In the appendix, I construct
a production function in logs, relating output to labor, total material expenditures, and
a dummy variable indicating whether a plant is importing or not, for all plants. The

coefficient multiplying this variable, which corresponds to the factor estimated by Kasahara
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and Rodrigue (2006) is:

o (w~w TFe T w)W“l)

I choose 7 so that this factor is equal to 0.05. That is, any plant can produce 5%
more output, given labor and total expenditures on intermediate inputs, every period (at
the steady state) if it chooses the importing technology rather than the non-importing
technology.

I choose the distribution over plant efficiency draws at entry to be Pareto, with proba-
bility density

9(2) = k(zp)*="F"

The lower bound zy, is a normalization, so I set it equal to 3. The values of the sunk
costs of entry, k. and continuing production, k. are also normalizations in that their sizes
matter only relative to the sunk cost of importing, &,,.

The cost k., and the shape parameter k£ in the distribution determine the fraction of
plants in the steady state that import, and the average size difference between importers
and non-importers. I turn again to the plant-level studies for these statistics. As reported in
Table 2.2, about 24% of Chilean and US manufacturing plants import intermediate inputs.
In Chile, these plants are over three times the size of their non-importing counterparts, and
in the US they are about twice the size of non-importers. 1 choose the two parameters k
and Kk, so that 24% of plants import and importers, on average, are 2.3 times the size of
non-importers.

When simulating business cycle fluctuations, the aggregate shocks follow AR(1) processes
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in logs,

log A(s"*!) = plog A(s") + e(st+1)

log A*(s*1) = plog A*(s) + " (s+1)

with p = 0.90 and [e, €*] jointly normally distributed with mean 0, standard deviation 0.005,

and cross-correlation 0.25.

2.4.2 Aggregate fluctuations

In this section, I assess the model’s predictions for fluctuations in the volume and balance of
trade over the business cycle, and report standard business cycle statistics. First, I measure
the degree to which, at the aggregate level, a country substitutes between purchases of
imported and domestic goods when their relative price changes. Aggregate quantities of
imported and domestic intermediate goods used in the home country at date t, denoted M,

and D, are:

My = [ mu()anlz)dz

D= / dar(2) e (2) bz + / ot (2) i (2) 2

As in Ruhl (2005), I estimate the elasticity of substitution between imports and domestic
intermediate goods - that is, the Armington elasticity - from model-generated time series
of My, D, and the price p;. To do this, I follow empirical studies such as Reinert and

Roland-Holst (1992), who estimate this elasticity in US data, and estimate the following
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equation by least-squares regression:!?

log (—]\gf) = —olog(pt) +b (2.26)

The estimate of o gives the percentage increase in the aggregate ratio M;/D; predicted
by a one percent decrease in the price p;. The model’s time series give an estimate of o
equal to 1.96. At the aggregate level, a one percent decrease in the price of imports leads,
on average, to a 1.96 percent increase in the quantity of imported interemediate goods
relative to domestic intermediate goods consumed. Ruhl (2005) finds that a broad set of
empirical estimates of this elasticity are in the range of about 0.2 to 3. Therefore, the
model generates aggregate substitution between imported and domestic goods in line with
empirical estimates.

At the model’s micro level, the plant-specific ratio of imported to domestic intermediate
goods is either zero if a plant is not an importer, or equal to wT;iﬁ%—?S? if a plant is an
importer. The import/domestic ratio for each importing plant responds proportionally
to price changes for each plant; that is, the plant-level elasticity of substitution is equal
to one. At the aggregate level, the model displays greater fluctuations in the imported-
domestic goods ratio in response to price movements through the mechanisms discussed in
the comparative statics exercise. Specifically, a decline in the price of imports relative to
domestic goods leads existing importing plants to import more relative to their domestic
inputs, and to expand in size relative to non-importing plants. In addition, the expected

persistence of a price decrease leads more of the new plants entering to become importers.

In these studies, the equation is derived from the decision problem of a consumer with CES preferences
over aggregate imports and domestic goods. Maximizing utility

U(Mt, Dt) — (wDEU—l)/a + (1 _ w)Mt(a——l)/a)a/(a-1)

subject to the budget constraint
Dt +pt(1 +T)Mt S FE

for any E, gives (2.26) as the first order condition for the optimal M, /D, ratio, with the constant b depending
onw and T
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Table 2.5 decomposes the model’s aggregate fluctuations in imports using the decompo-
sition performed earlier on the plant-level data, as detailed in equation (2.1). Roughly, the
components of the decomposition can be matched up with pieces of the comparative statics
discussion above as follows: the “within” margin corresponds to the effects of changes in
m/(d + m), the plant-level import ratio; the “between” margin corresponds to the effect of
changes in dm / dy, the average size of importing plants relative to non-importing plants; and
the ”entry” margin correponds to the effect of changes in Z,,/Z;, measuring the ratio of
importing to non-importing plants in the economy. The figures in Table 2.5 show that essen-
tially all of the cyclical fluctuations in imports is attributed to the “within” and “between”
margins. When compared to the decomposition done on the Chilean plant-level data, the
model correctly predicts that almost all of the aggregate fluctuations in imports is accounted
for by the “within” and “between” margins, and that the within-plant adjustment accounts
for more of the aggregate movements than the between-plant reallocation. The fraction of
aggregate fluctuations in imports accounted for by the between-plant reallocation margin
is, however, much higher in the model than in the data.

Figure 2.4 presents the dynamic responses in the aggregate ratio M;/D;, and the three
components 1M/ Aty Aot / dg, and Zp: /Z 4 following a single, one-standard-deviation shock
to aggregate technology in the foreign country. The relative price of imports for the home
country falls. On impact, all the growth in aggregate imports relative to domestic inter-
mediate consumption is due to the changes in 7h;/ Jmt and Jmt / Jdt, the static within- and
between-plant effects. Over time, there is a large, persistent change in the set of import-
ing relative to non-importing plants in the economy, as measured by Z,;/Z4. This large
change is reflected in the time path of aggregate imports relative to domestic intermediates,
M,/ D,. Although this growth in Z,,;/Z; has the potential to be very large, it does not
play a larger part than changes in dyn; / dg in accounting for more of the time-series fluctua-

tions in M;/D; because the growth does not have time to fully unfold when the economy is
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subject to recurrent fluctuations that tend to drive the relative price p; back to its steady
state value.

Table 2.6 presents business cycle statistics for the model economy and for a variation
(labeled CES in the table) in which the plant-level importing decision is not present. In this
variation, the sunk cost for using the importing is the same as for not importing (kn, = &),
80 all producing plants import. However, in order to make this comparable to the original
model, I replace the production technology for all plants with one that features a constant
elasticity of substitution between imported and domestic intermediate goods. Plants still
differ by the efficiency z drawn at entry, but any plant with efficiency z produces according

to the CES techology:
y = A(s)z(ud" /M 4 (1 = v)ymr-D/nyn/ 1=1) 6

The elasticity of substitution 7 is set equal to the estimated elasticity o from the original
model, 1.96, and the parameters v and the sunk investment cost of production k. are re-
calibrated so that equilibrium aggregates in the steady state are the same as in the original
model. All other parameters are as in Table ?77.

The statistics in Table 2.6 show that, in response to fluctuations at business cycle fre-
quency, the model’s aggregate predictions are extremely similar to one in which the technol-
ogy for combining domestic and imported intermediate goods simply assumes substitability
at the rate estimated in the original model. One exception is that investment is slightly
more volatile and less correlated across countries in the original model than in the model
with CES technology. This is because in the model with all plants importing, there is
one less source of variability in investment (the sunk cost to import). The relative price
p is slightly less volatile and more persistent in the original model, and the trade balance,
measured as the ratio of net exports to GDP, is more volatile and more persistent, than

in the CES model. These differences, however, are small. In addition, these predictions
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are generally very close to those of standard international real business cycle models with
complete asset markets, as in, for example, Backus, Kehoe and Kydland (1995).

A final remark is that the conjecture that allowed a simple characterization of equilib-
rium plant entry decisions can be (approximately) verified from the model’s time series.
Recall that, if the model’s equilibrium price of foreign country goods relative to home

country goods, p(s?), satisfies the inequality
v > w ¥ (p(st) 1+ 7)) (1 —w)t (2.27)

for all s*, then the plant decision at entry is characterized in terms of two cutoffs, 24(s?) and
2m(st), of idiosyncratic efficiency z. The value of 7 required for importers to be 5% more pro-
ductive than non-importers is equal to 1.8583. The term w=(p(s*) (14 7))1% (1 — w)*™*
is equal to 1.7675 when p(st) = 1, its steady state value. With these parameters, the value
of p would have to reach about 1.65 for the inequality (2.27) to be reversed. With the AR(1)
shocks assumed here, there is no explicit bound that can be placed on the equilibrium value
of p(st), but an argument can be made that extreme values are sufficiently improbable. The
maximum of the standard deviation of the price p across 1000 simulations is 3.83%. With
this volatility, the price p required to violate the inequality (2.27) is about 17 standard
deviations above the steady state value of 1. For the purposes of plants’ evaluation of their
expected profits V; and V,,, the probability of such an extreme deviation from the steady

state price is effectively zero.l8

2.4.3 Dynamics of trade reform

I now consider the model’s dynamic response to a sudden, permanent reduction in the

import tariff, from 10% to 0%, when the aggregate technology shocks are constant at their

¢ A similar argument is used by Atkeson and Kehoe (1999). However, their argument is regarding a price
with an exogenous stochastic structure, and therefore applies to properties of a known distribution.
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mean values of 1.17 In response to a one-time change in the price of imported relative to
domestic intermediate goods in the form of a tariff reduction, the trade dynamics suggested
in Figure 2.4 gradually develop, and there is a large increase in the volume of trade.!8

Figure 2.5 displays the same trade variables as Figure 2.4, for the first five years fol-
lowing the trade liberalization. The variables are, again, the ratio of aggregate imported to
domestic intermediate goods, M;/Dy; the ratio of imported to domestic inputs used by im-
porting plants, 7,/ dpms; the ratio of goods allocated to importing relative to non-importing
plants, czmt / Jdt; and the ratio of aggregate efficiency of importing plants relative to non-
importing plants, Zny;/Z4. These ratios display similar dynamic patterns as in Figure 2.4,
except that they do not eventually revert back to the original steady state. Both the static
ratio of imports to deomstic inputs used by importers, 7/ dmt, and the allocation of goods
across plants measured by Aot / cidt, adjust to their new steady state levels immediately, and
this adjustment drives all of the growth in trade in the period immediately following the
tariff reduction. Over time, the gradual change in the number of plants importing relative
to those not importing, measured by Zm:/Zg, accounts for the large, gradual growth in the
ratio My/D;.

Figures 2.6 and 2.7 present the dynamics of other aggregate variables along the tran-
sition following the trade reform. Figure 2.6 displays GDP and its aggregate expenditure
components, consumption and investment. There is a large increase in investment, as a
larger proportion of new plants invest in the importing technology. Part of this increase
in investment is financed by an initial reduction in consumption. GDP also increases, so
that the drop in consumption is small, and consumption begins to increase relative to the

original steady state after only about one year.

"I compute the equilibrium path assuming that the model reaches its new steady state 100 years after the
tariff reduction. This time horizon is long enough that increasing it does not significantly affect the results.

'8 This experiment is concerned with the gradual effects of a one-time policy change. Some previous work
on the dynamic effects of trade liberalization, including Kouparitsas (1997) and Albuquerque and Rebelo
(2000), studied the timing of gradual policy changes.
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The growth in GDP is further decomposed in Figure 2.7 into changes in aggregate labor
input N; and GDP per unit of labor input, or labor productivity. In the first few periods
following trade liberalization, labor increases more than GDP, so labor productivity actually
falls, and only begins to grow after about three years.

Table 2.7 presents detailed measures of the magnitude and speed of the transition follow-
ing trade liberalization. The first panel shows, for the trade variables and macroeconomic
aggregates depicted in Figures 2.5-2.7, growth rates across steady states, and growth rates
one and ten years after the tariff reduction. Both the ratios of imports to GDP and imports
to domestic intermediate goods reach about half their growth within ten years. The portion
of this growth due to the static allocation of resources across importing and non-importing
plants is small, and is exhausted immediately. Growth in the set of new importing plants
is very large, and only about one third completed after ten years. Consumption and labor
productivity initially fall and then rise in the long-run, mirrored by initial increases in labor
and investment higher than their respective long-run increases.

The second part of Table 2.7 again relates to Ruhl (2005), in calculating the model’s
implied elasticity of substitution at three different horizons following trade liberalization.
At each time ¢ = 1, 10, and oo, where oo denotes the new free-trade steady state, the
elasticity is calculated as the percentage increase in the ratio M;/D; relative to the original

steady state, divided by the change in the relative price, reflected in the tariff reduction.

(32
=

where M/D is the original steady state ratio.

That is,

g =

After one year, the growth in trade implies an elasticity of about 2.1, which is similar
to that estimated in response to business cycle fluctuations. After 10 years, the measured

elasticity is about 6, and across steady states, the implied elasticity is nearly 10.
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Finally, the gradual adjustment in aggregate quantities following trade liberalization
suggests that there could be significant consequences for the welfare gains from trade reform.
In particular, as shown in Figures 2.6 and 2.7, the initial response of the economy features
a decrease in consumption with an increase in time spent working, with only a gradual
increase in consumption. The welfare consequences of this can be assessed by comparing
two measures of welfare gains from the trade reform.!® The first measure compares lifetime
utility across steady states, by calculating the percentage increase in the original steady
state’s consumption needed to attain the level of lifetime utility at the new steady state.

This is the factor A; that solves:
U(MC,1-N)=U(C,1-N)

where C and N are consumption and labor supply in the original steady state, and C and
N are for the free-trade steady state. The second measure of welfare gains computes an
analogous consumption-variation measure, comparing lifetime utility the initial steady state
to utility over the entire transition to the new steady state. That is, the second measure is

the factor Ap that solves:

U(X\C,1—N) =Y BU(C;,1-Ny)

t=0

where C; and N; are consumption and labor supply ¢ periods following the trade liberaliza-
tion.

The final panel of Table 4 shows the two measures A; and Az. Although consumption
in Figure 3 initially declines, its subsequent growth is large enough that the present value
of discounted utility along the transition is larger than in the initial steady state: the

consumption variation required in the initial steady state, given by 100 x (\y — 1), is 0.28%.

19 These calculations are similar to those in Kouparitsas (1997).
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However, this is substantially lower than the analogous measure implied by A, 0.72%. The
initial decline and slow growth of consumption following trade liberalization therefore have

significant consequences for the welfare gains of trade policy reform.

2.5 Conclusion

This paper has constructed a model of international trade in intermediate inputs used by
heterogeneous plants. The model features a technological advantage for plants that use
imported goods, but plants must make a costly, irreversible decision to do so. As a result,
only more inherently efficient plants choose to import their intermediates.

The model is parametrized to match several features of plant-level importing behavior.
When the model is subject to short-run fluctuations driven by aggregate technology shocks,
it generates low volatility of trade flows. A low degree of aggregate substitution between
imports and domestic goods in the short-run is acheived through shifts in the allocation of
resources within and across across importing and non-importing plants.

In response to a sudden, permanent trade liberalization, the set of plants in the economy
gradually changes. A higher proportion of new plants import intermediates. Existing plants
cannot change their production technologies, but gradually die out. Over a very long time
horizon, imports double as a fraction of GDP in response to the one-time removal of a 10%
tariff; however, along the transition path, only about half of this increase is attained within
10 years. The welfare gain calculated from the transition following trade liberalization is
significantly lower than that computed from comparing steady states.

The model provides a framework for analyzing the dynamic effects of trade policy
through changes in producer-level importing decisions. With irreversibility in these de-
cisions, changes in trade policy have both static and dynamic effects on the allocation of
resources across plants that import and plants that do not. These contribute to very large

effects on trade flows that occur gradually over time.
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The model here has focused on the plant-level decision to import, motivated by recent
emprical evidence of the importance of this decision. A large body of evidence exists as well
for the importance of the plant-level exporting decision, and a useful extension would be to
integrate the dynamic plant-level importing decisions introduced here with the exporting

decisions analyzed in much of the recent trade literature.
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2.6 Appendix

2.6.1 Aggregation

For any plant-level variable j4(2, s*), with ¢ = m or d, define the corresponding equilibrium
aggregate by Jy(s*) = [ j,(2, "), (2,57 1)dz. Aggregating the plant decision rules in (2.5)
and (2.7) shows that

Ya(s') = A() Zals" )= Du(s") Nuls")?

Ym(st) — A(st)Zm(St~1)1—a—0 (%)aDm(st)a m(st)G

where Z; and Zp, are defined in (2.24).
The aggregated version of the feasibility conditions can be written as follows.

Home country goods feasibility:

C(s') + Da(s') + D (s") + (1 + 7)M*(s*) — T*(s?) (2.28)
X (st e + Ke ~ z)d m * d
+ (s)(n + /2d(st)g() Z+ K /zm(st)g(z) z)

— A(St)Zd(st—l)1—a—0Dd(St)aNd(st)0+A(St)Zm(st—1)1~a—-0 (%)aDm(st)aNm(st)e

Foreign country goods feasibility:

C*(st) + Di(s) + Dip(s!) + (1 -+ 7)M(sh) — T(s") (2.20)
+X*(st) (ne + Ke /OO 9(2)dz+ Kkm /oo g (2) dz)

23(s) £ (st)

— A*(St)Zg(St_l)l_aﬁeD;(St)O‘Ng(St)e + A*(st)Z;L(St—-l)l—a—() (_Z;)QD:H(St)aN;I(St)H
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Home country labor feasibility:

Ny(s") + Nin(s") < N(s) (2.30)

Foreign country labor feasibility:

N2 (sY) + NX(st) < N*(sh) (2.31)

The aggregated laws of motion for the state variables are as follows.

For the home country:

2m(s?)
Za(s) = (1 — 8)Za(s1) + X(s) / s (2.32)
Zo(Y) = (1= 8) Zm (') + X (Y / °°( sl (2.33)

For the foreign country:

2y (st)
Z3(s%) = (1 = 8)Z5(s51) + X*(sY) zg(2)dz (2.34)
£3(st)
oQ
Zr (s = (1= 68)Z5 (s + X*(sY) zg(z)dz (2.35)
5.(s")
The presence of the tariff  along with the rebates 7" in the feasibility conditions allows
the incorporation of the distortions arising from import tariffs in the aggregated planning

problem.?® The planning problem is, given sequences of T'(s%) and T*(s?) and initial values

of Z4(s°), Z3(5°), Z (%), Z7,(s°), to maximize an equally-weighted sum of home and foreign

20This method follows Kehoe, Levine and Romer (1992).
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consumers’ utilities,
DD B8(sY) [U(C(sh), N(s*) + U(C™(s"), N*(sY))]
t=0 gt

subject to (2.28) through (2.35) for all s*, by choosing:
1. Consumption and labor for consumers, C,C*, N, and N*;
2. Allocations of inputs, Dg, D}, Dy, Dy, M, M*, Ng, Nj, Npp, and Np;
3. Mass of new plants X and X*;
4. Cutoffs 24, 2}, 2, and 27,; and
5. Future values of the state variables Zy4, Z}, Z,,, and Z;,.
A “side condition” imposed on this problem is that the choices for M and M* satisfy

the following:

T(sY) = TM(sY)

T*(s) = TM*(s))

The equivalence between this planning problem and an equilibrium of the original model
is established through a comparison of the first order conditions of this problem and the

equilibrium conditions from consumers’ and plants’ decisions in the original model.

2.6.2 Calibrating v

Although the two production functions for importing and non-importing plants in the model
are defined over different sets of inputs, a production function relating output to labor and
total expenditures on intermediate inputs (which are in the same units for all plants) can

be defined as follows. Let z4 and x,, denote total expenditures on intermediate inputs for
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a non-importing plant and an importing plant, respectively. For any non-importing plant,
Tq = dy

where dg is from the original production function. A plant with efficiency z, using interme-

diate inputs x and labor n produces output

y = zl—a—ﬂxane

For an importing plant,

Ty =dm+ (1 +7)m
Now, for any importing plant, m = al%;dm. Therefore,

dm
w

Tm —

The output produced by a plant operating the importing technology with efficiency z is

1 o
g (,ww (i::) wx) iy

Across all plants, the production function is:

then

z17=932nf if a plant does not import

y =
zl—a—e (

04
w""""(l—l—T)lz“’(l—w)w"l) mane if it doeS

Taking logs, the following production function with a dummy variable indicating im-

porting status applies to all plants:

5
logy = (1—a—
ogy=(1—a—=60)logz+ alogz +flogn + alog (w—w(1+7)1—‘“(1—w)w“1)x
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where x = 1 if the plant imports and x = 0 if not.

Therefore, the term « log (wﬁw(l T T)ll,, (1—w)w—1) measures the percentage increase in a
given plant’s output if it imports relative to if it does not. This is the analogue of the
statistic estimated in Kasahara and Rodrigue (2005), and is related to the one measured in

Halpern, Koren and Szeidl (2005) and Muendler (2004).
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Table 2.1: Imported Intermediate Inputs in World Trade

Country Merlcrlllt:rﬁiinigg lf‘r:le;orts Year
Australia 0.35 1994-5
Brazil 0.52 1996
Canada 0.39 1997
China 0.62 1997
Czech Republic 0.49 1995
Denmark 0.35 1997
Finland 0.56 1995
France 0.47 1995
Germany 0.43 1995
Greece 0.27 1994
Hungary 0.57 1998
Italy 0.51 1992
Japan 0.50 1995
Korea 0.63 1995
Netherlands 0.34 1995
Norway 0.32 1997
Poland 0.49 1995
Spain 0.52 1995
United Kingdom 0.37 1998
United States 0.34 1997

Source: OECD Input-Output Tables. Ratio reported is
the fraction of manufacturing, mining, and agricultural
imports used as intermediate inputs by manufacturing,
mining, and agricultural industries.

Table 2.2: Cross-section Plant Characteristics

Importers (%) Size Ratio
Chile, 1979-86 24.1 3.4

US, 1992 23.8 2.3
Source: Chile, INE Survey; US, Kurz (2006). Size ratio is
average employment of importing plants divided by

average employment of non-importing plants.
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Table 2.3: Decomposition of Aggregate Imports, Chile 1979-86

% Change % of Total
Time period Total Within Between Cross Switch Entry
1 year! —-18 79 26 —10 3 2
7 years =77 74 42 -30 5 10

Data from Chile’s INE Survey. See text and equation (2.1) for column definitions.

JrAverage across 1-year changes.

Table 2.4: Calibration

Parameter | Role | Value Chosen to Match

B discount factor 0.99 | annual » = 0.04

¢ share on ¢ in utility 0.34 | N=0.3

v intertemporal elasticity 2.00 | standard value

« intermediates / gross output 0.50 CI;NTT = 1.00

0 wN / gross output 0.33 | zpp = 0.66

0 advantage of importing 1.86 | see text

w home bias 0.80 | 7+ =10.20

é plant death rate 0.02 | capital depreciation

2y distribution lower bound 3.00 | normalization

Ke entry cost 0.05 | normalization

Ke non-importing technology cost | 0.25 | normalization

Km importing technology cost 0.38 | see text

k distribution shape parameter 3.75 | see text

p autocorrelation of shocks 0.90 | corr(TFP, TFP;,_1) = 0.90
O¢ std of shocks 0.005 | orpp = 0.01

corr(e,e*) | correlation of shocks 0.25 | corr(TFP,TFP*) =0.25

Table 2.5: Decomposition of Aggregate Imports, Model and Chilean Plant Data

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.

% of Total
Within Between Cross Switch Entry
Model 57 49 0 0 —6
Data 79 26 —10 3 2

Model: Medians of 1000 120-quarter simulations, annualized.
Data: Table 2.3.
See text and equation (2.1) for column definitions.
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Table 2.6: Model Business Cycle Statistics

91

std(z)? corr(x, GDP) | corr(z,z*) corr(zt, Tr—1)
Variable, Model | CES | Model | CES | Model | CES | Model CES
GDP 1.88 | 1.88 1.00 1.00 | 0.23 0.20 0.67 0.67
Consumption 0.27 | 0.28 0.95 0.95 ] 041 0.39 0.73 0.72
Investment 3.76 | 3.68 0.99 0.99 | 0.07 0.12 0.66 0.66
Labor 0.52 | 0.52 0.99 0.99 | 0.19 0.20 0.66 0.66
p 0.24 { 0.25 0.49 0.49 0.83 0.82
Net Exports / GDP 0.07 | 0.06 | —0.50 { —0.39 0.73 0.77

Means of statistics over 1000 simulations of 120 quarters each. CES variant of the model is described

in the text. All variables except net exports are logged and Hodrick-Prescott filtered. For GDP, percent

standard deviation; for all other variables, ratio of standard deviation to that of GDP.

Table 2.7: Dynamics of Trade Liberalization

Percent growth rate

steady states

after 1 year

after 10 years

Imports / GDP
M /D

i [ dm

dm / da

Zm, / Zd

GDP
Consumption
Investment
Labor ()
GDP /N

82.89
93.03
10.01
5.76
195.45
1.53
1.31
2.31
0.69
0.84

18.67
18.54
10.01
5.76
6.69
0.92
0.02
4.02
1.16
-0.24

52.45
56.70
10.01
5.76
78.75
1.35
0.92
2.83
0.83
0.51

Implied elasticity of substitution

steady states after 1 year after 10 years
9.73 | 2.10 | 6.05
Percent welfare gain
100(A; — 1) 100(Ag — 1)
0.72 | 0.28
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Figure 2.1: Mexico: Imports from US relative to US GDP and Average Tariff on US Goods
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Figure 2.3: Technology choice cutoffs across entering plants
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Figure 2.5: Dynamic responses following trade reform: Trade variables

45 -
40 - P
35
-
30 - M|D i
25 | -
20 //
15 Z,|Z;~~r mfd
/d/ _ /d,

10 - —
51 /'_"7_'_'_'_'_'_'_'_'_'_'"""\_é,_/'g_'
0 / ¥ T T dl

% difference from original steady state
\

years after trade liberalization

Figure 2.6: Dynamic responses following trade reform: GDP, Consumption, and Investment
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Figure 2.7: Dynamic responses following trade reform: GDP and Labor
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Chapter 3

Default and the Term Structure in

Sovereign Bonds

3.1 Introduction

During the last decade emerging economies have increased the set of foreign bonds they
issue in international financial markets, moving more towards longer maturity debt. Broner,
Lorenzoni and Schmukler (2005) document that government foreign debt in emerging economies
is mostly of long maturity, with relatively small amounts of debt issued at maturities of 3
years or less. In addition the term structure of emerging markets foreign debt presents some
salient features. First the spread curve is on average upward sloping, with long spreads be-
ing higher than short spreads. Second, around crises times, the spread curve inverts with
short spreads being higher than long spreads. Lastly the maturity of debt issuances cor-
relates with emerging markets domestic conditions. In particular, emerging markets issue
long bonds mostly in tranquil times and issue short debt during crises. We document these
facts more detail for a set of foreign bonds issued by the government of Brazil.

This paper constructs a dynamic model of borrowing and default to study the term

100
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structure of sovereign bonds. In the model a sovereign borrower can issue long and short
maturity bonds and can default on them at any point in time. The spreads the borrower
pays on these bonds reflect his default probabilities because lenders are compensated for
possible default events and for risk premia. Default probabilities and interest rates both
short term and long term are endogenous to the borrower’s default incentives. The model
generates a spread curve that is upward sloping in tranquil times with long spreads being
higher than short spreads on average. The reason is that if default events are likely in the
future but not in the near term, only the long spread will be adjusted for this. On the other
hand if default is a likely event only in the short term, but not in the long term then the
annualized rates for short bonds will be higher than those for long bonds. Long bonds are
safer for lenders than short bonds in present value terms, because if the economy avoids the
stressed period, it may repay its debt obligations in all future states.

The model also generates that long bonds are issued primarily on tranquil times, and
short debt is used more heavily during crisis as in emerging markets. In the model long
debt provides a good hedge against future bad shocks because the effective cost for such
borrowing is lower exactly in times of high interest rates. In fact by simultaneously borrowing
long term and saving short term the borrower can relax borrowing constraints in future bad
times quite cheaply. Thus the borrower prefers in tranquil times long bonds because of the
additional benefits of completing markets.

The model is calibrated to Brazil and can generate various facts of the Brazilian bond
market. First the model matches the volatility of long and short spreads with long bonds
spreads being less volatile on average than short spreads. The model also generates that
prior to a default, the spread curve is inverted with short spreads being larger than long
spreads. In addition in the model the economy primarily borrows long term in times of
good shocks, and borrows short term in times of bad output shocks as in the data.

The optimal maturity of debt in emerging countries is a topic of special interest because
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of the general view that countries could alleviate their vulnerability to crises by choosing
the appropriate maturity structure. In particular, by lengthening the maturity of debt and
reducing the dependence on short term debt, countries could manage better external shocks
and sudden stops. For example Cole and Kehoe (2000) argue that the 1994 Mexican crisis
could had been managed better if not for the government dependence on Tesobonos, that
were very short maturity instruments. This paper contributes to this debate by analyzing
default decisions and borrowing incentives in a dynamic model of equilibrium default where
the prices of debt reflect the timing of default.

The paper builds on the work by Aguiar and Gopinath (2005) and Arellano (2005) who
model equilibrium default with incomplete markets as in the seminal paper on sovereign
debt by Eaton and Gersovitz (1981). This paper extends such framework to incorporate
assets of multiple maturities to study more broadly the spread curve in sovereign bond
markets and its ability to account for the term structure regularities.

Broner, Lorenzoni, and Schumukler (2005) also study the optimal maturity structure and
debt issuances but focus primarily on the lender’s side. They argue that countries borrow in
short bonds because they are cheaper in that they do not have to include compensation for
varying short rate when lenders are risk averse and face liquidity needs. In this framework
the borrower also chooses the optimal maturity structure based on the costs of both assets,

however the differential cost is due to the timing of defaults.

3.2 Brazil Bond Data

We examine data on 46 government bond issues by Brazil in international markets. The
source for these data is Bloomberg. The bonds’ maturities when issued vary between 2 and
30 years, and their issue dates range between December 1988 and March 2000. Most of
the debt consists of long bonds: of the total dollar value of these issues, 93% is of maturity

longer than 5 years when issued. Table 3.1 highlights that the maturity of debt is longer in
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tranquil times than in Brazil’s crises in 1998 and 1999. The issue-amount-weighted average
maturity is over 18 years during a period of high debt issue in 1996-1997, but less than 7
years during 1998-2000.

We use end-of-week price quotes to compute yields and spreads over risk-free rates for
corresponding maturities.! The price data approximately cover the period Novémber 1996
to March 2006. At different dates within this range, potentially different sets of maturities
are available, so we estimate the term structure of the spreads at every date using the
method of Nelson and Siegel (1987). The appendix describes the procedure in more detail.
Figure 3.1 shows estimated spread curves on two days specifically chosen to illustrate normal
and crisis periods.?2 During normal times, spreads of all maturities are lower and the spread
curve is upward sloping, and during crises, spreads are higher and the spread curve inverts.

Figure 3.2 shows time series for short and long spreads.> The time series maintain the
pattern of the previous figure: spreads are normally upward sloping across maturity, but
flatten or even invert during the crises of 1998-99 and 2002. Spreads on all maturities
increase during crises, but short spreads increase relatively more than long spreads. As a
result, as shown in Table 3.2, the spread curve is on average upward sloping, and spreads
of short maturities are'more volatile than those of long maturities.

Finally, with spread curves calculated, we can examine both movements in yield spreads
and maturities of bond issues during crises. We find that for Brazil average maturity of bond
issues co-moves negatively with short spreads. As Table 3.1 shows, between 1997-1999, the
Brazilian government issued more shorter maturity bonds than between 1996-1997. The
average 2 year spread was 7.3% for 1996-1997 and 10.2% for 1997-1999. Thus periods of

low spreads were associated with longer maturity issuances. Similar patterns can be seen

'The spreads are calculated as the difference between the Brazilian yield and the yield of a risk free bond
of the same maturity issued by US treasury if the Brazilian bond is in dollars or by the European Central
Bank if the Brazilian bond is in Euros.

2The solid lines are estimated spread curves and the dots are the sample spreads from the data we use
in calculating the curves.

$The gaps during the 1998-99 crisis are due to an absence of quoted prices for different maturities.
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in Figure 3.3 where we plot the maturity and dollar amount issuance of all the bonds we

have data for.

3.3 Model

The model consists of a small open economy that receives every period a stochastic stream
of output y; of a tradable good that follows a Markov process. The borrower who is the
representative agent of the economy trades with lenders bonds of short and long maturity
that pay an uncontingent amount. Financial contracts are unenforceable in that the bor-
rower can default on his debt whenever he wants to. In case of failure to repay in full all
its debt obligations, the economy incurs costs that consist on lack of access to international
financial markets and direct output costs.

In the model two types of bonds are issued by the economy. First, b;_;1 denotes one-
period zero coupon debt outstanding at time £. This bond is a promise to pay one unit of
consumption in all states. Second, b?_, denotes the two-period zero coupon debt outstanding
at ¢.

The stand-in agent has standard preferences

The agent’s budget constraint conditional on not defaulting is standard. Its purchases
of the single consumption good in the spot markets is constrained by its endowment less
payments of the one-period and two-period zero coupon bonds, plus the issues of new zero

coupon debt b; at price gf and two-period bonds b? at a price of ¢2:
¢t — by — gib} = ys — b1 — b},

In particular, in every period the agent chooses its debt holdings from a menu of contracts
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where prices g} and ¢f for are quoted for each pair (b, b2).
In case of default, we assume that current debts are erased from the budget constraint
of the agent and that it cannot borrow or save such that consumption equals output. In

addition, the country incurs output costs.

= y?ef

where 3%/ = h(y) < .

3.3.1 Lenders

Lenders in this economy are competitive and discount time at rate § < 1. Lenders receive
an exogenous stochastic stream of consumption ¢y, that follows a Markov process and their
lifetime value is given by: E ;%3 6*ur(cr¢). They behave passively and are willing to hold the
small open economy defaultf:l())le bonds, as long as they are compensated for the expected
loss in case of default and for risk premia. When up(cr:) = crt lenders are risk neutral
and the only compensation for lenders is for the loss of principal in the event of default.
While when lenders are risk averse, they are also compensated for variations in default
probabilities and variations in the short term rate. Effectively, lenders in the model simply
provide a pricing kernel that is used to price the small open economy defaultable debt. The
focus here is on the interaction of default events and risk premia on the small open economy
debt contracts, thus we model directly lender’s consumption as a stochastic process.

The implicit assumption is that the payoff from operations with the economy is small
enough such that it doesn’t affect lenders’ aggregate consumption. However if default events
are correlated with investors consumption, the price of loans will be affected. In particular,
lenders will require a premium over and above the risk of default to hold the economy’s

asset if default events are likely to happen in low consumption times to compensate for risk.
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3.3.2 Recursive Problem

For a given schedules for debt, the recursive problem of the borrower can be represented by
the following dynamic programming problem.

Let z; = {ys, c;,1.} be the exogenous state of the model which consists of the realization
of the lender’s consumption and the economy’s output. We denote by z! = (o, ...z;) the
history of events up to and including period t. Given that both shocks are Markov we denote
f(2,x) the joint conditional density for the two stochastic variables of the model. Let’s also
define the endogenous states of the economy by the total cash on hand: b}_; + b7 , which
consists of previous period outstanding one-period debt and outstanding long term debt
purchased two periods before, and by the outstanding long debt purchased the previous
period that is due the following period b2 ;. The states for the model then include the
endogenous and exogenous states s = (b, b%,x) = (b}_; + b?_5, b2 1, zt).

Given that initial states are s, the value of the option to default is given by

v°(b, b%, ) = max {vc(b, v, z), vd(w)}

where v°(b, b%, z) is the value associated with not defaulting and staying in the contract
and v%(z) is the value associated with default. Given that default costs are incurred when-
ever the borrower fails to repay in full its obligations, the model will only generate complete
default on all outstanding debt short and long term.

When the borrower defaults, the economy is in temporary financial autarky; 6 is the
probability that it will regain access to international credit markets. If the borrower defaults,

output falls and equals consumption. The value of default is given by the following:

v} (@) = u(y™) + B / [r°0,0,2) + (1 - 0)v'(")] (', 2)da’ (3.1)

We are taking a reduced form specification to model both costs of default that seem
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empirically relevant: exclusion from financial markets and direct costs in output.
When the agent chooses to remain in the credit relation, the value conditional on not
defaulting is the following:

v(b, b, z) = max (u(c)-{-ﬂ/ vo(b’,b2’,x’)f(x',:c)d:c>

{bl,bzl}

subject to the law of motion for short term debt:

b = b+ AY

and subject to the budget constraint:
c_qlAbl_q2b2I:y_b

The borrower decides on optimal contracts ' and b? to maximize utility. The borrower
understands that each contract {¥', b¥} comes with specific prices {q!, ¢*}. The decision
to remain in the credit contract and not default is a period-by-period decision so that the
expected value from next period forward incorporates the fact that the agent could choose
to default in the future.

The default policy can be characterized by default sets and repayment sets. Let A(b, b?)
be the set of z's for which repayment is optimal when debt positions for short and long

term are (b, b?), such that:

A(b,b%) = {x € X :v°(b,b%, ) > vd(a:)} ,

and let D(B) = A(B) be the set of 2's for which default is optimal for debt positions
(b,b?), such that
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D(b,b?) = {:r € X :v°(b, 02, 2) < vd(w)} . (3.2)

3.3.3 Bond Prices

The price schedules are functions of the agent’s endogenous states next period which de-
termine the default decision and debt policy, and the current stochastic variables which
determine the likelihood of the stochastic shock tomorrow: {gf(b; + b2_1,b2,z¢),q2 (b +
b7 _1,0%,24)}.

The price for the one-period economy’s loan is then given by the lender’s pricing kernel:

rod
ql(bl, b2/,$) = 6 u}L(cL)
A g2y wi(er)

f(', z)ds’

For every pair (b',b%) the lender offers a price that compensates for the possible default
event where the payoff will be zero, and for bearing the risk of default if the event correlates
with their consumption. Specifically if default events are likely when the lender’s consump-
tion is low, the price on these loans will be lower than the default adjusted payoff. And
if default events are likely when the lender’s consumption is high, the price will be higher
than the default adjusted payoff.

Given that default occurs for all outstanding debt simultaneously, the price for the two-
period bond incorporates default probabilities for the next period and for two periods ahead
which is when the bond is due. The equilibrium price for the two-period bond also needs
to forecast future debt holding, because the probability of default in the future depends on
all debt holdings until the bond is due.

Let’s first define a transition law such that:

o s = 4 LTV G:E5D) =t and BBV, z) = b

0 elsewhere
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The two-period bond price is the present value of one unit of consumption discounted
by the possible loss from default in the following two periods and by the compensation for
risk if default probabilities correlate with the lender’s marginal rate of substitution.

q2(b', b2l, iU) —

o , ,
52 Z/EZZ§ f(.’L", CL') Z}EZE% Q(bl/7 b2”; Sl)f(.’l,'”, :E/)d(b”, b2”, .'IL'”) da:'
A(b',b'2) A(b",b2")x B

Note that if default sets are empty in the following two periods, the price of the two-
period bonds collapses to the standard default free long discount price ¢? = 62E [%:%%%] .
Under risk neutrality, marginal utility equals one, and thus the above formulas take into

account only default risk and not risk premia.

3.3.4 Equilibrium

‘We now define the equilibrium:

Definition. The recursive equilibrium for this economy is defined as a set of policy
functions for (i) consumption c(s), short term debt holdings V'(s), long term debt holdings
b%(s), repayment sets A(b,b%), and default sets D(b,b?), and (ii) the price for short term
bonds ¢*(b',b%,x) and long term bonds ¢*(b',b%,x) such that:

1. Taking as given the bond price functions ¢*(¥/,v%,z) and ¢*(t',b¥,z), the policy
functions V'(s), b%(s) and c(s), repayment sets A(b,b%), and default sets D(b,b?)

satisfy the representative domestic agent’s optimization problem.

2. Bonds prices ¢*(¥,b%,x) and ¢*(V/,b%,z) are such that they reflect the domestic agent

default probabilities and satisfy the lender’s marginal rate of substitution.
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Term structure facts

Given that bond prices reflect the economy’s default probabilities, the term structure of

spreads in this model gives information on the timing of default.
1. In tranquil times long spreads are higher than short spreads.

If default events are forecasted for far in the future, the short rates spreads will be
zero because tomorrow the likelihood of default is zero. However the spread on long bonds
will be positive to compensate investors for a possible loss of principal in case of default
when the bond is due. More formally assuming risk neutral lenders, ur(cr) = cr, if the
repayment set is the whole set, A(Y,b*) = X, then annualized long rates are higher than
short rates: [¢2(¥, 0%, z)]Y/2 < gL (¥, b%, z).

To see why this is, note that in this case ¢'(V/,b%,2) = §, and ¢*(¥',b%,z) =

52 [ St F@2) [y a5 Q" B2, ) f(x",z')d(b",b2",x")dzf] < 62 for A(V,B?") €
X.

We can think of this case as that of ‘tranquil times’ because default events are not
foreseen in the near future. The prediction of the model is that in tranquil times, emerging
economies would face higher long spreads than short spreads which is consistent with the

data.
2. In crisis times short spreads are higher than long spreads.

If default events are forecasted for the next period, the short spread can be higher
than the long spread if conditional on repaying tomorrow default events are avoided in the
future. Even though default events next period also encompass default on long term debt,
annualized yields on long bonds are smaller because in present value terms default events
far in the future are less costly for lenders given that ¢ < 1.

If the repayment set is less than the whole set, A(¢’,b%) € X and conditional on re-

paying tomorrow future repayment sets are the whole set , A(¥”’,b?’) = X then short
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rates are higher than long rates: [g2(V,b%,2)]Y/2 > ¢*(¥',b¥,z). To illustrate this case
note that when ur(cr) = ¢z, ¢*(v,6%,2) = de(b, b2r) f(z',z)dz’ < § and ¢*(¥,b%,z) =
52 [fA(b, b2r) f(x’,x)dx'] . Given that [fA(b,’bz,) f(:c’,x)dx’] < 1 because A(¥,b?) € X , the

annualized long yield is smaller than the short yield: [¢2(¥/, 0%, z)]Y/2 > ¢! (¥, b, z).

Role of long maturity debt on borrowing

In a standard incomplete markets model with fluctuating output and without default, a
borrower might find the portfolio of long and short assets indeterminate if the risk free rate
is constant across time. This is because the two assets are perfectly interchangeable given
that their price and payoff structure is exactly the same. But if the risk free rate is time
varying, as in the case of risk averse lenders, the borrower may have definite patterns of
debt holdings for short and long maturities. For example if the short rate today is low, the
borrower might have incentive to borrow more long term to lock in that low short rate and
insure against future possible increases in the short rate. Thus this model encompasses this
mechanism in the case of risk averse lenders.

However, in this default model even with constant risk free rate the borrower has in-
centives to hold a precise portfolio of both assets. Both assets are distinct because the
effective returns for long and short bonds are different given the timing of default events.
Also both assets give the borrower different hedging strategies because of future changes in
prices after negative default news. In fact this price effect gives the borrower incentives to
borrow relatively more early on when long bonds are available because this relaxes borrow-
ing constraints in future low output times. To formalize how the introduction of long term
bonds affects borrowing incentives let’s analyze the following example.

Consider equilibrium consumption allocations when only short defaultable bonds are
available and lenders are risk neutral. In particular let’s consider the allocations on three

consecutive nodes after histories: zf~!, f, zt+1.
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Let’s assume that in the third node for some particular realization of the shock after
some history: x;¢41 |xt‘1, z;; default is chosen. Assume that for all other shock realizations
and histories z;441]2' "1, ;4 for all ¢ # j, repayment is optimal . Also assume that for all
histories «*~1 and z* the borrower repays its debt and has access to financial markets.

Given our assumptions, equilibrium consumption for the case with only short bonds on
these three nodes are:

c(at™1) = y(2*1) = b(z7?) + g(a"1)b(z" 1)

c(a) = y(a*) — b(a*~1) + q(z*)b(=*)

c(@jp1lzth zj0) =y (2F2)

c(zttl) = y(attl) — b(zt) + q(zt+1)b(xt+?) for all other ztH!

Now let’s look at the effect of a variation where the consumption time path changes due
to the introduction of long bonds in the first node only. Equilibrium consumptions for this
variation in the three nodes are:

at?) = y(at?) = b(at?) + Gzt b ) + (@)

B(a) = y(a!) - Bat ™) + @a)B(e!)

E(xt+1) — y(:rt“‘l) _E(xt) _ b2(xt—1) + q(:ctH)b(le)

Let’s now modify the short term positions, such that we keep all the consumption
allocations exactly the same for all histories, except at node z*~! and mj,t|a:t“1.

Given that ¢(zt*1) = c(z'*!) and that feasible debt positions are the same for all his-
tories after xt™!, optimal default choices are the same for all histories after zt*1. Also our
variation implies that b(z!) = b(zt) +b%(z*1) because &(z+!) = c(zt+!) and all future con-
sumptions are equal. Also given that &(x;|z'™!) = c(x;¢|zt?) for all i # 7 and that default
is not optimal for all z;441|z"1, x4, in the variation we get that —b(z* 1) + 63(xi,t|a:t“1) =
—b(z? 1) + 8b(z; ¢|2tY).

Thus our modified consumptions in this variation at the two consecutive nodes, ¢(z‘™!)

and ¢(z;|z*"1), can be written as the following:
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Haelat) = ylaselat1) — b(at1) + Glajelat)b(at) + I8 — Gleselet DY)

da) = y(at1) — b(at2) + Sb(at1) + [g2(at 1) — 6%bH(at 1)

Default choices are the same so g(z;+|z*~!) = ¢(z;,]2*~!) and the modified consumptions
under this variation are equal to the original consumption plus an additional term that takes
into account the long term debt:

Wzjelet™) = clzjelat™) + 6 — qlajle ()

dat1) = c(at1) — [52 - g(a )b (et )

Note that the modified consumption will be different than the original consumption if
bond prices change from one period to the next. In particular if the borrower moves to
the node with positive default probabilities, the consumption in this node will be larger
due to a positive effect of the reduced price in outstanding long debt. However this greater
consumption in this period comes at a cost in terms of the previous period consumption.
What happens is that in this first period the borrower effectively has to save short term a
bit more than in the original consumption time path, and this extra savings are costly.

Now equilibrium prices given the default time path are the following

a(zjelzt1) = 6 (1 = m(zjpenlz*~ 2j0))

¢(2'71) = 8 [1 = (gl m (s |2t 250)]

where 7r(a:j7t+1]mt‘1,xj,t) is the conditional probability of state x;:.1 given history

The net effect on lifetime utility from holding long term debt at history z!~! is then

given by:
ZZO = — 8% (c(z 1)) m(@jelat D)7 (@) 1|2t L, m50) + 86U (c(zgalzt ")) T (@) 1 |2, 20)
dv® 2 i1 B, t—1 1l mt—1 i—1
7 = 0 m(@janlz’, zi) [ (ezselz)) — u'(e(a® ) m(@elz™ )]

Thus holding long term debt can be beneficial due to the positive price effect if marginal

utility in the pre-default period is high enough. For example, if in the pre-default period
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the borrower is at the borrowing constraint because of extremely high interest rates and
low shocks, long term bonds can alleviate the constraints to some degree. Thus we expect
our agent to borrow long term quite a bit in normal times (history z'~! in this example)
to relax constraints due to positive price effects on outstanding debt in future periods that

feature positive default probabilities.

3.4 Quantitative Analysis and Data

3.4.1 Data

The first column of Table 3.4 shows business cycle statistics for the Brazilian economy. The
series are quarterly for 1990-2004 deflated by CPI and taken from IBGE (Instituto Brasileiro
de Geografia e Estatistica). The spread series for the long and short bond are the 5 year
and 2 year spreads from the bond data discussed in section 2.4 In Brazil consumption is as
volatile as output, and short spreads are more volatile than output. Spreads for both short
and long term bonds are negatively correlated with output and weakly positively correlated

with the trade balance.

3.4.2 Parameter Values

The model is solved numerically to evaluate its quantitative predictions regarding the term
structure of sovereign bonds in emerging markets and optimal maturity composition. In the
benchmark model we assume that lenders are risk neutral and the parameters are calibrated

to match certain features of the Brazilian economy:.
l1-o

c
The utility function of the borrower used in the numerical simulations is u(c) = 1 .
-0

The risk aversion coefficient is set to 2 which is a common value used in real business

cycle studies. The probability of reentering financial markets after default @ is set to 0.125

“The statistics are not exactly equal to those of Table 3.2 because these are quarterly series to make them
consistent with the business cycle statistics.
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following Argentina’s recent default experience where it took 2 years before this country
re-enter international financial markets. This is consistent with the estimates of Gelos et
al. (2002) who find that during the default episodes of the 1990s, economies were excluded
from the credit markets only for a short period of time.

Output after the default before re-entering to financial markets is assumed to remain
low and below some threshold. We assume output after default evolves in the following

form:

Y ify<(1-Ny
1-N7 ify>Q1-A7

h(y) =

The assumption that default entails output contractions and these are larger in good
shocks can be rationalize by the fact that government default affects private foreign bor-
rowing financing and this is disproportionately more costly in good productivity shocks.
After a default from the government, investors might fear higher risks of expropriation, less
domestic enforcement of contracts, high devaluations, etc., which would reduce private cap-
ital to finance projects in emerging countries. This would make output lower after default
and importantly less responsive to productivity fluctuations (Tirole 2003, Cole and Kehoe
1998). The fact that private foreign capital decreases after sovereign defaults in consistent
with the data in emerging countries where foreign private debt and equity decrease dramat-
ically. We choose the output threshold A to be equal to 0.02 and will perform sensitivity on
this parameter.

The time preference parameter 3 is calibrated across the experiments such that the
default probability in the limiting distribution is 3%. The stochastic process for output and
the lenders consumption are assumed to be jointly distributed log-normal as AR(1) processes
log(y:) = plog(ye—1)+ &; , log(cr) = log(cr 1)+ ergwith E[e?] = n2, Ele}] = n2 and

Ele’er] = 1,y. Shocks are calibrated to Brazil GDP. The lender’s consumption growth rate
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is assumed to be i.i.d. in order to have constant risk free short rate. Shocks are discretized
into a 18 state Markov chain by using a quadrature based procedure (Hussey and Tauchen

1991).

For the case of risk averse lenders, the utility function we use is uy(cr) = T L

or = 5. Table 3.3 summarizes the parameter values.

3.4.3 Simulation Results

The model features several features of the term structure properties of foreign bonds in
Brazil. Figure 3.4 presents the time series dynamics of the benchmark model prior to a
default episode. Output and consumption are log and detrended series, and debt holdings
and the trade balance are reported as a fraction of mean output. In period 21, the borrower
chooses to default because of the low output shock.

The upper left panel shows dynamics of the annualized spreads on short and long bonds.
The spreads on short bonds reflect immediate default probabilities. When default proba-
bilities in the near future are low, the long spread is larger than the short spread because
only the long spread forecasts future default events. However when default probabilities in
the next period are high, the spread curve inverts with the short spread being larger than
the long spread. The intuition for this result, as presented in the subsection on the model’s
term structure facts above, is that defaults on long term debt are less costly for lenders
because they are due further in future. As the figure shows the model is able to mimic the
dynamics of the spread curve in the data in that in tranquil times it is upward sloping and
in crises it is inverted.

The upper right panel shows the dynamics of consumption and output. Both series are
highly correlated but consumption is more volatile than output. The fact that consumption
is more volatile than output in this model is not a feature of the multiple asset structure but

is due to the default option and the incomplete markets. Given that default incentives are
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higher in recessions, with persistent shocks these are the times when interest rates are very
high and the borrower is constrained. Thus in recessions very little borrowing is sustainable.
However in booms interest rates are lower and given that the borrower discounts the future
more than the lender, borrowing is optimal in booms.

The lower left panel shows the dynamics of short and long borrowing as a fraction of
mean output. Prior to the default in periods 17 and 18, even though the short rate is lower
than the long rate along the equilibrium, the economy borrows more long term. The reason
is because long term borrowing is beneficial for completing markets and thus even if spreads
are higher the borrower chooses to borrow more long.

The lower right panel presents the dynamics of the trade balance as a fraction of mean
output. The trade balance is countercyclical and in periods prior to the default it is positive
even though the economy is in a recession. The reason is that interest rates are too high
and even though the borrower would like to borrow more it cannot.

The second column of Table 3.4 presents the business cycle statistics for the benchmark
model. The statistics are taken from the limiting distribution of assets conditional on not
defaulting and the series are treated equally as the data. The mean net foreign debt position
is 7.3% of GDP.

The business cycles statistics confirm the above dynamics. Both spreads short and long
are volatile in the model and the magnitudes match the data. The model also matches the
relative volatility of spreads. Short spreads are twice as volatile as long spreads because
on quite often they are lower but in crises they are higher than long rates. However the
model predicts that on average short rates are equal to long rates. The reason is that with
risk neutral pricing, the expectation hypothesis hold by construction which translate into
an average flat spread curve.

The model matches the negative correlation of both spreads with output because default

is more likely in recessions. With persistent shocks a low shock today predicts a low shock
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tomorrow and thus the borrower faces in this period higher interest rates. The model
matches the positive correlation between spreads and the trade balance. The reason is that
prior to default episodes the model produces large short rates and trade balance surpluses
because the borrower is constrained. However in the data the correlation between spreads
and the trade balance is much weaker than in the model.

The model generates a negative correlation between the trade balance and output. This
feature is similar to that in Aguiar and Gopinath (2004) where the economy borrows in
booms because of the expectation of higher future growth rates. Here what drives the
result are the state contingent borrowing constraints that are tighter in recessions and the
impatience effects. In recessions the economy would like to borrow, but in equilibrium
in cannot because of the high yields and state contingent constraints being tight. Thus
borrowing is small in recessions. In booms the economy wants to borrow when wealth is
not too low because of the impatience effects. Given that borrowing constraints are state
contingent, if the economy is exiting a recession the asset position is relatively high (because
the borrowing constraints are tight), thus in booms the economy tends to borrow given the
higher initial wealth.

Even though the economy borrows more in booms both short and long term because
of the state contingent borrowing constraints, the relation is more pronounced with long
term borrowing specially when interest rates are low. In particular when both interest
rates are equal to the risk free rate, the economy borrows in booms only long term and on
average saves in booms. The correlation between the trade balance and output in periods
when both interest rates equal the risk free rate is 0.81 but the correlation between long
term borrowing b and output in these periods is equal to 0.45. This is because long term
borrowing also serves for relaxing constraints in future periods even if in the current period
constraints are not tight (as the example in the previous section showed). The model then

predicts than when interest rates are low the economy borrows mostly long term in booms.
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This is consistent with the data of emerging markets.

Regarding debt issuances, we find that in the model short bonds are issued primarily in
times of high short spreads (i.e. crises) and long bonds are used more primarily in periods
of low short spreads. Short issuances are larger when spreads are above the mean level and
long issuances are larger when spreads are below the mean level. On average the mean
level of short issuances for high interest rate periods is 14.2% higher than average whereas
for these periods long issuances are 3% below their mean level. Moreover when spreads
are low the level of short issuances is 21% lower than its overall mean level, whereas long
bonds issuances are 4.2% higher than its mean level. So in high spreads periods short bonds
are used more aggressively and in low spread periods long bonds are used relatively more
aggressively. Thus our model matches the patterns for bond issuances found in Brazil.

The feature that the benchmark model misses is the level of the short and long spreads.
The average short and long spread in the model are 3.25% and 3.23% respectively which
is lower than in the data where they are 9.93% and 12.18%. The model predicts that the
spread level on both bonds is similar to the average default probability of the model given
that in the benchmark lenders are risk neutral. In addition even though in the time series
the model features the dynamics of the spread curve in tranquil times and crisis as in the
data, it misses the relatively higher average spread on long bonds. This is because in the
benchmark model both the risk free rate and average spread are similar for both maturities.

In the data, spread levels are much larger than default probabilities for most emerging
markets. In fact, studies from corporate defaultable bonds find a similar disconnect. Huang
and Huang (2003) document that in calibrated structural default models, default probabil-
ities account for little of the spreads in corporate junk bonds. Thus a challenge for a model
of sovereign defaultable bonds is getting simultaneously relatively low default probabilities
together with high spreads. Candidates for mechanisms that have been identified to give

rise to such high spreads in corporate defaultable bonds other than losses from default are:
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risk premia, liquidity issues, term premia, and differential taxes and fees for investors. An
empirical question in the sovereign bonds markets is identifying from the data how much of
the spread should be accounted by each one of these components. We want to pursue this
issue further, but as a first step we consider the role of risk aversion within the context of
our model.

The third column in Table 3.4 shows statistics for the case of risk averse lenders. In our
model pricing defaultable bonds under risk averse lenders increase significantly the level of
spreads. For a calibrated 3% default probability, average spreads on long bonds are 11.26%
and on short bonds are 11.80%. Thus risk aversion helps to break the link between default
probabilities and spreads. The reason we get a considerably higher spread is the positive
correlation assumed between the innovation between Brazilian output and the innovation of
the lender’s consumption growth rate. In this model defaults occur when the borrower faces
a recession, and these are associated with states of higher marginal rate of substitution for
the lender. Thus risk averse pricing compensates beyond the risk neutral default probability
because default co-vary adversely with the pricing kernel. In the background the positive
correlation between the lender’s consumption growth and Brazilian output is thought of
as direct wealth effects that a specialized investor would have when its portfolio is tied to
Brazilian GDP. Pricing under risk averse lenders does not affect much the other business
cycle statistics as the table shows.

However the risk averse specification misses the average spread curve observed in Brazil,
delivering a flat average spread curve. The reason why risk aversion misses the average
spread curve is due to the i.i.d. assumption on the lender’s kernel. Although on average
every period risk averse pricing delivers higher spreads, the relatively higher spread is the
equal across all periods because the pricing kernel is i.i.d. Thus a challenge for our model
is to have simultaneously constant (or very stable) risk free rate as in the data with time

varying risk premia. We are currently exploring more fully this set up.
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Another issue of interest is how default incentives change with the introduction of longer
maturity debt. In particular, will default episodes be less likely and thus yields lower when
long bonds are available to the sovereign borrower? The answer to this question under the
light of our model is no. Default probabilities and spreads in a model with only one period
bonds and equal parameters as our benchmark model are lower. The default probability in
such model is equal to 1.9% and the average spread of the short bond is 1.98%.

The reason why long term borrowing does not reduce default episodes is that default
premia in our model has only to do with the borrower’s side (at least with risk neutral
pricing as in the benchmark). Thus the model abstracts from external factors and shocks
for which long term borrowing can provide the benefits of managing external sudden stops.
The reason why long term borrowing increases the likelihood of default events is more subtle
and has to do with how borrowing incentives change. Long bonds provide extra benefits
from borrowing because of future changes in bond prices. If the agent borrows long term
today, tomorrow that two-period bond is equivalent to a one-period bond. Thus if tomorrow
default probabilities become positive the effective cost is lower because of a lower price on
one period bonds. The agent is then more likely to engage in risky borrowing specially
if the consumption in the pre default period is low. Of course welfare increases with the
introduction of long term bonds, but default premia does not decrease precisely because of

the extra benefits of borrowing long term.

3.5 Conclusion

This paper has constructed a dynamic model of borrowing and default to study the term
structure of sovereign bond spreads. In the data, these spreads are volatile, and spreads
on long term bonds are on average higher than on short-term bonds. This pattern inverts
during a crisis. In our model, spreads on long-term bonds are higher during tranquil times

because the only risk of default occurring is far into the future. In a crisis, the risk of default
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is currently high, raising the short-term spread, but if the economy avoids default, then it
becomes much more likely to repay its debt, and the long-term spread reflects a relatively
lower risk of default. Because of the benefits of issuing long-term bonds in the presence of
default risk, the model also generates the pattern of bond issuances observed in the data,

that short-term debt is used more heavily in a crisis.
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3.6 Appendix: Computing Brazilian Spreads

This appendix describes the calculation of spread curves for the Brazilian government bonds
mentioned in section 2 of the paper. First, for each bond, the annualized yield-to-maturity
is computed at each date a price is quoted. The yield y}* at date ¢t on a coupon bond with

n coupon periods left to maturity, given the price p}* solves:

n—1
Py = Z CZ wers T ioowﬁ-n—l —¢; (1 —wy)
=0 (1 + %,L) (1 + QFL)

In the formula above, w; is the fraction of a coupon period until the next coupon
payment, F' is the frequency of coupons (1 for annual coupons and 2 for semiannual coupons)
and ¢; is the coupon payment at each future coupon date j. The first term is the present
value of coupon payments discounted by the yield (including accrued interest when the
settle date ¢ is between coupons). The second term is the present value of the principal
payment at maturity.? The third term subtracts accrued interest.

The spread s} is calculated as the difference between the yield and the yield of a corre-
sponding risk-free bondS,

n ___ n ~T
St =Y — Y

The risk-free yields are obtained from time series of constant-maturity yields. However,
since, for any time period £, the time-to-maturity n of the sovereign bonds is generally not
an even number of years, the risk-free yield over which to form the spread is taken from

an interpolation of the even constant-maturity risk-free yields, following Nelson and Siegel

SThe yield discounting the principal may be different from the yield discounting coupon payments if there
are guarantees on the principal. Some bonds, for example, are collateralized by US treasury notes of the
same maturity. Then, the yield used to discount the principal is the US treasury yield of maturity n at time
t, denoted ;. In this case, y; is referred to as the stripped yield.

8For sovereign bonds denominated in dollars, the yield §i* used is that of a US treasury note of maturity
n at time t. For bonds denominated in Euros, Deutschemarks, French Francs, Austrian Schillings, Dutch
Guilders, British pounds or Italian Lira, the yield §;' used is that of a European central bank note of maturity
n at time ¢.
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(1987). This procedure obtains yields as a smooth function of maturity by regressing the

even-maturity yields at each date on functions of the time to maturity:
- — 1 —_ e_)\n _ 1 _ e——)\n
=1 __ _ o, An
¥ = By + Bas (—An ) + B3 ( ;v e )

We fix the parameter A to be 0.06, as in Diebold and Li (2006), and B4, Bs;, and Bs,
are estimated by OLS for each period t.

Once spreads are calculated for individual bonds, a spread curve over maturities is
interpolated for each date in the same way as the risk-free yield curve, estimating the

following equation:

1—e 1—e ™ _
sy = By + By (T) + Ba <_>\n— —e M)

To ensure variation in the maturities available at each date, only certain dates are used:
those for which both short-term (less than 2 years to maturity) and long term (more than
10 years to maturity) prices are available, and for which the total number of bond prices
available is at least 8. This leaves us with a date range of November 29, 1996 to March 24,
2006, with two short gaps in late 1998.
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Table 3.1: Brazil Bond Issuances

Date Bonds Issued Amount Average Maturity
(million USD) (years)

Apr 1994 15 74517 20.8

Nov 1996-Oct 1997 14 8013 18.6

Nov 1997-Nov 1999 9 9604 6.6

Table 3.2: Average Spread Term Structure

spreads 30 year 20 year 10 year 5 year 3 year 2 year

3 12.68 12.55 12.17 114 10.37  9.10
o 3.92 3.92 3.96 4.07 4.31 4.73

Table 3.3: Parameters

Discount factor lender §=10.99 U.S. quarterly interest rate 1%
Probability of re-entry 0 =0.125 Exclusion time 2 years
Output after default A=0.02
Risk aversion borrower o=2
Stochastic structure p=0.9,n=0.0235 Brazil output
Risk neutral lenders
Discount factor borrower S = 0.9435 3% default probability
Risk averse lenders
Stochastic structure ol =1, n% =0.014
Prynr=0.30
Risk aversion lender or=>95
Discount factor borrower S = 0.923 3% default probability
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Table 3.4: Business Cycles in the Data and Model Economies

Brazil Data Risk Neutral Risk Averse

sprs 9.93 3.25 11.80
sprl 12.18 3.23 11.26
Osprs 4.56 6.53 6.29
T gprlL 3.81 3.21 3.43
oy 5.38 5.30 5.2

oc 5.17 6.01 5.87
O (tb/y) 3.15 1.82 2.05
Oy,sprs -0.18 -0.22 -0.07
Oy sprt -0.29 -0.31 0.01
Oy.th -0.38 -0.25 -0.20
Otb,sprs 0.07 0.37 0.36
Oth, sprl 0.10 0.51 0.42
Default Prob 2.97 3.0

Figure 3.1: Spread curve in crisis and normal periods
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Figure 3.2: Time series of 2-year and 5-year spreads
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Figure 3.3: Issuances

Brazil bond issues and short spread
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Figure 3.4: Time series dynamics from benchmark model
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